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forward-backward splitting in bilaterally
bounded alexandrov spaces

Heikki von Koch∗ Tuomo Valkonen†

Abstract With the goal of solving optimisation problems on non-Riemannian manifolds, such
as geometrical surfaces with sharp edges, we develop and prove the convergence of a forward-
backward method in Alexandrov spaces with curvature bounded both from above and from below.
This bilateral boundedness is crucial for the availability of both the gradient and proximal steps,
instead of just one or the other. We numerically demonstrate the behaviour of the proposed method
on simple geometrical surfaces in ℝ3.

1 introduction

Our goal is to develop proximal gradient (i.e., forward-backward) methods for the problem

(1.1) min
𝑥∈𝑋

𝐹 (𝑥) +𝐺 (𝑥)

in Alexandrov spaces, in particular, on manifolds whose natural atlas may not possess a Riemannian
metric, such as two-dimensional surfaces with kinks, embedded in ℝ3. Here both 𝐹 and 𝐺 are convex
with 𝐹 smooth, in a suitable sense that we will discuss in Section 3. Alexandrov spaces, as will introduce
in Section 2, roughly speaking, are manifolds with curvature bounded from either above or below.

No such method yet exists in the literature. In [22], gradient methods are defined in Alexandrov spaces
with lower curvature bounds, and proximal point methods are defined in spaces with upper curvature
bounds. With appropriate assumptions on the objective function and step sizes, both methods converge
to a minimiser. It stands to reason that by combining the methods, we could create a proximal gradient
method in bilaterally bounded Alexandrov spaces, i.e., spaces with both upper and lower curvature
bounds.

Alexandrov spaces with just upper curvature bounds include Hadamard spaces, such as the manifold
of positive semidefinite matrices. Several recent works discuss optimisation in Hadamard spaces
[3, 4, 6, 8, 9, 16, 29]. Hadamard spaces, which have nonpositive curvature, are easy from the point of
view of optimisation, as geodesics are unique and an inequality reminiscent of the Pythagoras identity
in Hilbert spaces, holds in the correct direction for standard convergence proofs to go through with
little modifications [27].
Informally speaking, the curvature bounds of an Alexandrov space guarantee that its distance

function has a certain amount of concavity or convexity when compared to its counterparts in the
model spaces. For example, the distance function of a nonnegatively curved Alexandrov space is not
less concave than that of the Euclidean plane, whereas for nonpositively curved Alexandrov spaces it is
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not less convex. More geometrically, the triangles in a nonnegatively/nonpositively curved Alexandrov
space are not thinner/thicker than their Euclidean counterparts. Even though at first glance these
purely metric spaces have very little to do with the well-behaved model spaces they are compared
to, it turns out that much can be said about their local and global structure. For instance, perhaps the
most important shared property of all Alexandrov spaces is that of the well-defined notion of an angle.
It allows us to develop differential calculus in the form of differentials and gradients which further
allow us to talk about optimality conditions and gradient flow.

Earlier works on optimisation in general Alexandrov spaces [19, 22], which we review in Section 4,
assume the effective domain of the map𝐺 to be small or, how it is written in those works, they calculate
the proximal map not for just any𝐺 , but for𝐺 + 𝛿𝐴, where 𝐴 is assumed to have a small diameter. This
has the effect of forcing the existence of geodesics between all points of𝐴, allowing for simple “convex
optimisation” style proofs even in non-Hadamard spaces. We do not make that restriction. Instead our
proofs are more reminiscent of convergence proofs for nonconvex composite optimisation [13–15],
based on a priori and a posteriori estimates. The a priori estimate proves that, if our current iterate
is close enough to a solution (i.e., deep enough in the interior of 𝐴), then the next iterate does not
escape from 𝐴. The a posteriori estimate then proves that we do not escape at all, and even advance
towards the solution. The effect is that our results only require initialising close to solution of (1.1),
instead restricting the problem to a set of bounded diameter. The restriction is a common assumption
in optimisation on manifolds and is necessitated by the uniqueness of geodesics between points in the
set where our iterates lie; the maximum diameter of this set depends on the upper curvature bound.
The bilateral bounds of an Alexandrov space forces the space to be a topological manifold, which

along with completeness, implies the completeness of the tangent spaces of its points. This allows us
to use the exponential map instead of the rather technical gradient exponential map in the definition
of the gradient descent map. This has the benefit of being easier to compute in simple examples. One
could also potentially use the gradient exponential in the gradient descent map, but as the gradient
exponential and the exponential maps agree on whenever the latter is defined, these result in the same
map, at least, in geodesically convex sets.
After the aforementioned introductory material of Sections 2 to 4, our main contributions start in

Section 5 with a study of contractivity properties of a proximal gradient map in bilaterally bounded
Alexandrov spaces. We then use this work in Section 6 to prove the convergence of a proximal gradient
method based on the iterative application of the eponymous map. We finish in Section 7 by working
out and numerically illustrating the proximal gradient map for a Lasso-type problem on the surfaces
of a cube and a capped cylinder in ℝ3.

2 alexandrov spaces

We start by introducing definitions and notation used in this paper. For a comprehensive treatment of
metric geometry and basics of spaces with curvature bounded from above and below, see for example
[11]. For a fundamental study of general Alexandrov spaces, see [1].
Let (𝑋,𝑑) be a metric space. A continuous curve 𝛾 : [0, 1] → 𝑋 is called a unit-speed geodesic

(or simply, geodesic) if for all 𝑠, 𝑡 ∈ [0, 1] we have 𝑑 (𝛾 (𝑠), 𝛾 (𝑡)) = |𝑠 − 𝑡 |, i.e., it is globally distance-
preserving. Metric spaces (𝑋,𝑑) that admit a unit-speed geodesic between any two points 𝑥 and 𝑦 are
called geodesic, and such unit-speed geodesics from 𝑥 to 𝑦 will be denoted by 𝛾 (𝑡) = 𝑥#𝑡𝑦 for 𝑡 ∈ [0, 1]
(note that the curve may not be unique). A subset 𝐴 ⊂ 𝑋 of a geodesic space 𝑋 is called (geodesically)
convex if for every two points 𝑥, 𝑦 ∈ 𝐴, any unit-speed geodesic 𝑥#𝑡𝑦 lies in 𝐴.

Given 𝜅 ∈ ℝ, the model 𝜅-plane, denoted by 𝕄2(𝜅), is a complete simply-connected 2-dimensional
Riemannian manifold of constant curvature 𝜅 . This limits the metric space (𝕄2(𝜅), 𝑑𝕄2 (𝜅 ) ) to be one of
three possibilities (up to isometry): the hyperbolic space of constant curvature, if 𝜅 < 0; the Euclidean
plane, if 𝜅 = 0; or the sphere of constant curvature, if 𝜅 > 0. Set 𝐷𝜅 := diam𝕄2(𝜅), where the diameter
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of a metric space (𝑋,𝑑) is defined by diam𝑋 := sup𝑥,𝑦∈𝑋 𝑑 (𝑥, 𝑦). We have 𝐷𝜅 = ∞, if 𝜅 ≤ 0 and
𝐷𝜅 = 𝜋/

√
𝜅, if 𝜅 > 0.

To define geodesic metric spaces with bounded sectional curvature, we need to compare the metric
triangles defined in 𝑋 to those defined in a model 𝜅-plane 𝕄2(𝜅). For any three points 𝑥, 𝑦, 𝑧 ∈ 𝑋
satisfying 𝑑 (𝑥, 𝑦) + 𝑑 (𝑦, 𝑧) + 𝑑 (𝑧, 𝑥) < 2𝐷𝜅 , there are unique points (up to isometry, [10, 2.14 Lemma])
𝑥, �̃�, 𝑧 ∈ 𝕄2(𝜅) such that

𝑑𝕄2 (𝜅 ) (𝑥, �̃�) = 𝑑 (𝑥, 𝑦), 𝑑𝕄2 (𝜅 ) (�̃�, 𝑧) = 𝑑 (𝑦, 𝑧), 𝑑𝕄2 (𝜅 ) (𝑧, 𝑥) = 𝑑 (𝑧, 𝑥) .

The triangle △𝑥 �̃�𝑧 is called the comparison triangle of △𝑥𝑦𝑧 in 𝕄2(𝜅). A unit-speed geodesic 𝛾 :
[0, 1] → 𝕄2(𝜅) from 𝑥 to �̃� will be denoted by 𝑥#𝑡 �̃� .
Definition 2.1 (Alexandrov spaces). Let (𝑋,𝑑) be a geodesic metric space, 𝜅 ∈ ℝ, and 𝑥, 𝑦, 𝑧 ∈ 𝑋 any
three points satisfying 𝑑 (𝑥, 𝑦) + 𝑑 (𝑦, 𝑧) + 𝑑 (𝑧, 𝑥) < 2𝐷𝜅 . The space (𝑋,𝑑) is called an Alexandrov
space with curvature bounded above by 𝜅, if

(2.1) 𝑑 (𝑦#𝑡𝑧, 𝑥) ≤ 𝑑𝕄2 (𝜅 ) (�̃�#𝑡𝑧, 𝑥)

for any unit-speed geodesic 𝑦#𝑡𝑧.
Likewise, (𝑋,𝑑) is called an Alexandrov space with curvature bounded below by 𝜅, if

(2.2) 𝑑 (𝑦#𝑡𝑧, 𝑥) ≥ 𝑑𝕄2 (𝜅 ) (�̃�#𝑡𝑧, 𝑥)

for any unit-speed geodesic 𝑦#𝑡𝑧.
We call both spaces bounded from above and spaces bounded from below by the generic name

Alexandrov space. We will usually distinguish the bounds from each other by denoting the upper
bound by 𝜅 and the lower bound by 𝜅. Some typical examples are given here.
Example 2.2. 1. Complete Riemannian manifolds with sectional curvature at most 𝜅 and their Gromov-

Hausdorff limits are Alexandrov spaces with curvature bounded from above by 𝜅. Others include
locally simply connected subsets of ℝ2, complements of closed convex bodies in ℝ𝑛 , isometric
gluings of spaces bounded from above along convex sets, Hadamard manifolds and Hilbert spaces
(such as ℝ𝑛 ; bounded from above by 0), and metric trees (bounded from above by any 𝜅 ∈ ℝ). Away
from the vertices, polyhedral surfaces in ℝ𝑛 are bounded from above with 𝜅 = 0.

2. Complete Riemannian manifolds with sectional curvature at least 𝜅 and their Gromov-Hausdorff
limits are Alexandrov spaces with curvature bounded from below by 𝜅. Other examples include
Hilbert spaces (bounded from below by 0), 𝐿2-Wasserstein spaces over nonnegatively curved spaces,
and convex hypersurfaces of Riemannian manifolds (such as graphs of convex functions of the form
𝐹 : ℝ𝑛 → ℝ and boundaries of closed convex bodies inℝ𝑛). Importantly, convex polyhedral surfaces
in ℝ𝑛 are bounded from below by 0 and the tangent spaces of non-vertex points are isometric to
ℝ𝑛 . Equipped with distortion metrics, spaces of metric measure spaces are also Alexandrov spaces
with curvature bounded from below [26]. Such spaces have relevance to, e.g., geometric shape
interpolation [5].

3. Spaces with bilaterally bounded sectional curvature in the sense of Alexandrov include Hilbert
spaces (bounded from above and below by 0) and, for example, a finitely long flat cylinder with
hemispheres isometrically glued to its ends (bounded from below by 0 and above by the (constant)
curvature of the sphere). In fact, spaces with bilateral curvature bounds are Gromov-Hausdorff
limit spaces of smooth Riemannian manifolds with uniformly bounded bilateral sectional curvature.
To study the local geometry of Alexandrov spaces, we need to replace the concept of tangent spaces

from the theory of smooth manifolds with the notion of a space of directions. Fix a point 𝑥 ∈ 𝑋 and
two unit-speed geodesics starting from it: 𝛾 (0) = 𝑥 = 𝜂 (0). The angle between 𝛾 and 𝜂 is defined as

∠𝑥 (𝛾, 𝜂) := lim
𝑡,𝑠→ 0

∠𝛾 (𝑡)𝑥𝜂 (𝑠),
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where ∠𝛾 (𝑡)𝑥𝜂 (𝑠) ∈ 𝕄2(𝜅) is the well-defined angle at 𝑥 of a comparison triangle △𝛾 (𝑡)𝑥𝜂 (𝑠) in𝕄2(𝜅).
The angle always exists and is independent of the choice of 𝜅 ∈ ℝ. Setting the geodesics 𝛾 and 𝜂 to be
equivalent if ∠𝑥 (𝛾, 𝜂) = 0 defines an equivalence class and a pseudometric space (Σ′

𝑥𝑋, ∠𝑥 ), where Σ′
𝑥𝑋

is the set of all nontrivial unit-speed geodesics (strictly speaking, equivalence classes of unit-speed
geodesics) starting from 𝑥 . The completion of Σ′

𝑥𝑋 is called the space of directions at 𝑥 and is denoted
by Σ𝑥𝑋 .
Definition 2.3 (The tangent cone). The tangent cone (𝑇𝑥𝑋,𝑑∠𝑥 ) at 𝑥 ∈ 𝑋 is defined as the Euclidean
cone over (Σ𝑥𝑋, ∠𝑥 ), i.e., 𝑇𝑥𝑋 := (Σ𝑥𝑋 × [0,∞))/∼, where (𝛾, 𝑡) ∼ (𝜂, 𝑠) if and only if 𝑡 = 𝑠 = 0. The
metric on 𝑇𝑥𝑋 is defined as

𝑑∠𝑥 ((𝛾, 𝑡), (𝜂, 𝑠)) :=
√︁
𝑡2 + 𝑠2 − 2𝑡𝑠 cos ∠𝑥 (𝛾, 𝜂)

for (𝛾, 𝑡), (𝜂, 𝑠) ∈ 𝑇𝑥𝑋 .
Similarly, the Euclidean cone over the pseudometric space (Σ′

𝑥𝑋, ∠𝑥 ) is denoted by (𝑇 ′
𝑥𝑋,𝑑∠𝑥 ).

The definition of the tangent cone metric allows us to define an ”inner product” of two elements
(𝛾, 𝑡), (𝜂, 𝑠) ∈ 𝑇𝑥𝑋 as

(2.3) ⟨(𝛾, 𝑡), (𝜂, 𝑠)⟩ := 𝑡𝑠 cos ∠𝑥 (𝛾, 𝜂) =
𝑡2 + 𝑠2 − 𝑑2

∠𝑥 ((𝛾, 𝑡), (𝜂, 𝑠))
2 ,

where ⟨(𝛾, 𝑡), (𝜂, 𝑠)⟩ := 0, if 𝑡 = 0 or 𝑠 = 0.
The elements of the tangent cone 𝑇𝑥𝑋 will be called tangent vectors (despite the fact that it is a

cone and not necessarily a vector space). A vector (𝛾, 𝑡) ∈ 𝑇 ′
𝑥𝑋 with 𝑡 = 𝑑 (𝑥, 𝑦), corresponding to a

geodesic 𝛾 (𝑡) = 𝑥#𝑡𝑦 , is called logarithm (of the geodesic 𝛾 ) and is denoted by log𝑥 𝑦 (not necessarily
uniquely defined). In general, we have the following definition for velocity of curves.
Definition 2.4 ([1, Definition 6.9]). Let 𝑋 be a metric space, 𝑎 > 0, and 𝛼 : [0, 𝑎) → 𝑋 be a function,
not necessarily continuous, such that 𝛼 (0) = 𝑥 . We say that 𝑣 ∈ 𝑇𝑥𝑋 is the right derivative of 𝛼 at 0,
briefly 𝛼+(0) = 𝑣 , if for some (and therefore any) sequence of vectors 𝑣𝑛 ∈ 𝑇 ′

𝑥𝑋 such that 𝑣𝑛 → 𝑣 as
𝑛 → ∞, and corresponding geodesics 𝛾𝑛 , we have

lim sup
𝑡→ 0

𝑑 (𝛼 (𝑡), 𝛾𝑛 (𝑡))
𝑡

→ 0 as 𝑛 → ∞.

Especially, if we choose 𝛼 to be a geodesic 𝛾 (𝑡) = 𝑥#𝑡𝑦 and 𝑣𝑛 = 𝑣 for all 𝑛, then 𝛾+(0) = 𝑣 = log𝑥 𝑦 ∈
𝑇 ′
𝑥𝑋 .
Remark 2.5. For a Riemannian manifold (𝑋,𝑑), the space of directions (Σ𝑥𝑋, ∠𝑥 ) and the tangent cone
(𝑇𝑥𝑋,𝑑∠𝑥 ) coincide with the unit tangent sphere and the tangent space at 𝑥 , respectively [12].
The definition of the angle allows for the following fundamental rule for differentiating the length

of a variable curve; see [1, 8.42, 9.36].
Theorem 2.6 (First variation formula). Let (𝑋,𝑑) be an Alexandrov space with curvature bounded from
above or below by 𝜅 , and assume that 𝑋 is locally compact when the curvature is bounded from below. For
any point 𝑧 ∈ 𝑋 and geodesic 𝛾 (𝑡) = 𝑥#𝑡𝑦 with 𝑥, 𝑦 ∈ 𝑋 , and 0 < 𝑑 (𝑥, 𝑧) < 𝜋/

√
𝜅 if 𝜅 > 0, we have

lim
𝑡→ 0

𝑑𝑧 (𝛾 (𝑡)) − 𝑑𝑧 (𝑥)
𝑡

= − cos𝜃min,

where 𝑑𝑧 (𝑎) := 𝑑 (𝑧, 𝑎) for any 𝑎 ∈ 𝑋 and 𝜃min is the minimum of angles between 𝛾 and all geodesics from
𝑥 to 𝑧.

Remark 2.7. The first variation inequality ”≤” is very general as it holds for metric spaces with defined
angles [1, 6.7] (no need for curvature bounds or compactness). This turns out to be sufficient for the
trigonometric bound for the squared distance function Lemma 3.7, whereas the other trigonometric
bound Lemma 3.9 requires the full equality.
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It turns out that bilaterally bounded Alexandrov spaces are Riemannian in the sense that the metric
tensor is of lower smoothness than is usually required.
Theorem 2.8 ([7, Theorem 5]). Let (𝑋,𝑑) be a complete locally compact Alexandrov space with curvature
bounded above by 𝜅 and below by 𝜅 (𝜅 ≤ 𝜅). Then 𝑋 is finite dimensional and admits a natural atlas
of distance coordinates of class 𝐶1. Furthermore, the distance on 𝑋 is defined by a metric of class 𝐶0

(continuous).

In fact, from the construction of the distance coordinates, a little more is true; the atlas is𝐶1,1-smooth
making the components of the metric tensor𝐶0,1-smooth. No more regularity can be expected, however,
as can be seen from the classic example of gluing a hemisphere to the top of a flat cylinder: the curvature
is not continuous and hence the atlas cannot be 𝐶2-smooth.
Remark 2.9. The notion of a boundary of a finite dimensional Alexandrov space (denoted by 𝜕𝑋 ) with
curvature bounded from below is required for the results regarding the gradient descent map. The
boundary is defined inductively with respect to dimension and space of directions, and can be found
in, for example, [12, 7.19]. However, since we will be assuming bilateral bounds for our results, the
space will have the structure of a differentiable manifold (of low regularity) and as such the boundary
is defined in the standard manner with upper half-spaces.

We also need the following concept of sequences satisfying a monotonicity property with an error
term to analyse the convergence of optimisation algorithms in generic metric spaces.
Definition 2.10. A sequence {𝑥𝑘 }𝑘∈ℕ in a complete metric space (𝑋,𝑑) is called quasi-Fejér with respect
to a set𝑈 ⊂ 𝑋 if, for every 𝑥 ∈ 𝑈 , there exist a sequence {𝜀𝑘 }𝑘∈ℕ ⊂ ℝ such that 𝜀𝑘 ≥ 0,

∑∞
𝑘=0 𝜀𝑘 < ∞,

and 𝑑2(𝑥𝑘+1, 𝑥) ≤ 𝑑2(𝑥𝑘 , 𝑥) + 𝜀𝑘 , for all 𝑘 = 0, 1, . . . .
If, for every point 𝑥 ∈ 𝑈 , we can choose the zero sequence 𝜀𝑘 = 0 for all 𝑘 = 0, 1, . . . , then the

sequence {𝑥𝑘 }𝑘∈ℕ is simply called Fejér (with respect to𝑈 ). The fundamental property of quasi-Fejér
sequences is the following extension of Opial’s lemma to metric spaces.
Theorem 2.11. Let {𝑥𝑘 }𝑘∈ℕ be a sequence in a complete locally compact metric space (𝑋,𝑑). If {𝑥𝑘 }𝑘∈ℕ
is quasi-Fejér with respect to a nonempty set 𝑈 ⊂ 𝑋 , then {𝑥𝑘 }𝑘∈ℕ is bounded. If furthermore, an
accumulation point 𝑥∗ of {𝑥𝑘 }𝑘∈ℕ belongs to𝑈 , then lim𝑘→∞ 𝑥

𝑘 = 𝑥∗.

Proof. Let {𝑥𝑘 }𝑘∈ℕ be a quasi-Fejér sequence with respect to a nonempty set 𝑈 ⊂ 𝑋 and 𝑥 ∈ 𝑈 . By
definition, we have 𝑑2(𝑥 1, 𝑥) ≤ 𝑑2(𝑥0, 𝑥) + 𝜀0 so that 𝑑2(𝑥2, 𝑥) ≤ 𝑑2(𝑥 1, 𝑥) + 𝜀1 ≤ 𝑑2(𝑥0, 𝑥) + 𝜀0 + 𝜀1.
Iterating this further we have that 𝑑2(𝑥𝑘 , 𝑥) ≤ 𝑑2(𝑥0, 𝑥) + ∑𝑘−1

𝑖=0 𝜀𝑖 ≤ 𝑑2(𝑥0, 𝑥) + ∑∞
𝑖=0 𝜀𝑖 < ∞ for all

𝑘 = 0, 1, . . . by the definition of the sequence {𝜀𝑘 }𝑘∈ℕ; that is, {𝑥𝑘 }𝑘∈ℕ is bounded.
Now let 𝑥∗ ∈ 𝑈 be an accumulation point of {𝑥𝑘 }𝑘∈ℕ. Since the sequence is bounded, by local

compactness, it has a subsequence {𝑥𝑘𝑖 }𝑖∈ℕ such that lim𝑖→∞ 𝑥𝑘𝑖 = 𝑥
∗. Let 𝛿 > 0. By definition, there

exists an 𝑁1 such that
∑∞

𝑖=𝑁1
𝜀𝑖 < 𝛿/2 and an 𝑁2 ≥ 𝑁1 such that 𝑑2(𝑥𝑘 𝑗 , 𝑥∗) < 𝛿/2 for any 𝑗 ≥ 𝑁2. From

these we get that

𝑑2(𝑥𝑘 , 𝑥∗) ≤ 𝑑2(𝑥𝑘 𝑗 , 𝑥∗) +
𝑘−1∑︁
𝑖=𝑗

𝜀𝑖 ≤ 𝑑2(𝑥𝑘 𝑗 , 𝑥∗) +
∞∑︁
𝑖=𝑗

𝜀𝑖 <
𝛿

2 + 𝛿

2 = 𝛿,

for any 𝑘 ≥ 𝑗 . Since 𝛿 > 0 was arbitrary, lim𝑘→∞ 𝑥
𝑘 = 𝑥∗. □

3 convex analysis in alexandrov spaces

Let (𝑋,𝑑) be an Alexandrov space with curvature bounded from above or below by 𝜅 ∈ ℝ. We define
extended real-valued functions as 𝐹 : 𝑋 → ℝ := ℝ ∪ {∞} (the codomain excludes the value −∞). As it
is natural to consider extended real-valued functions in convex analysis, it is also useful to specify
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the set in which the function attains finite values. These points constitute the effective domain of a
function 𝐹 , denoted by dom 𝐹 , i.e.,

dom 𝐹 := {𝑥 ∈ 𝑋 | 𝐹 (𝑥) < ∞}.

If dom 𝐹 ≠ ∅, the function 𝐹 is called proper.
Extended real-valued 𝜆-convex functions are defined in the usual manner.

Definition 3.1 (𝜆-convexity). A function 𝐹 : 𝑋 → ℝ is called 𝜆-convex for 𝜆 ∈ ℝ if

𝐹 (𝛾 (𝑡)) ≤ (1 − 𝑡)𝐹 (𝑥) + 𝑡𝐹 (𝑦) − 𝜆

2 𝑡 (1 − 𝑡)𝑑
2(𝑥, 𝑦)

holds for any 𝑥, 𝑦 ∈ 𝑋 , 𝑡 ∈ [0, 1] and any geodesic 𝛾 : [0, 1] → 𝑋 with 𝛾 (𝑡) = 𝑥#𝑡𝑦 .
Note that geodesics in Alexandrov spaces are always assumed to be minimal (distance minimising)

and unit-speed (parametrised by arc length). Functions are called convex and strongly convex when
𝜆 = 0 and 𝜆 > 0, respectively. It should also be noted that functions that are strongly convex are also
strictly convex (the converse is not true however). Perhaps the most important 𝜆-convex functions are
the squared distance functions. We define the closed metric ball of radius 𝑟 > 0 around a point 𝑥 ∈ 𝑋
as: 𝐵(𝑥, 𝑟 ) := {𝑦 ∈ 𝑋 | 𝑑 (𝑥, 𝑦) ≤ 𝑟 }.
Proposition 3.2 ([20, Proposition 3.1]). Let (𝑋,𝑑) be an Alexandrov space with curvature bounded from
above by 𝜅 > 0. Then, for any 𝑎 ∈ 𝑋 , the function 𝑑2

𝑎 := 𝑑2(𝑎, 𝑥), for 𝑥 ∈ 𝑋 , is 𝜆-convex on the geodesically
convex metric ball 𝐵(𝑎, 𝑟 ) with 2𝑟 = (𝜋/2 − 𝜀)/

√
𝜅 and 𝜆 = (𝜋 − 2𝜀) tan 𝜀 for arbitrary 𝜀 ∈ (0, 𝜋/2).

When the space is an Alexandrov space with curvature bounded from above by 0, the squared
distance function is 2-convex [1, Corollary 9.26] (in fact, these are equivalent). Moreover, since a
complete Alexandrov space bounded from above by 𝜅 , is an Alexandrov space bounded from above by
𝐾 , for 𝜅 < 𝐾 [1, Corollary 9.18], we have a strong convexity factor for the squared distance function
for all 𝜅 ∈ ℝ (𝜆 is given by Proposition 3.2 when 𝜅 > 0, and 𝜆 = 2, when 𝜅 ≤ 0).
Proposition 3.3 ([21, Lemma 3.3]). Let (𝑋,𝑑) be an Alexandrov space with curvature bounded from
below by 𝜅 < 0. Then, for any 𝑎 ∈ 𝑋 , the function −𝑑2

𝑎 is 𝜆-convex on the metric ball 𝐵(𝑎, 𝑟 ) with
𝜆 = −2(1 − 𝜅 (2𝑟 )2) for all 𝑟 > 0.
When the space is a complete Alexandrov space with curvature bounded from below by 0, the

negative squared distance function is −2-convex [1, Corollary 8.24] (in fact, these are equivalent).
Moreover, since a complete Alexandrov space bounded from below by 𝜅, is an Alexandrov space
bounded from below by 𝐾 , for 𝐾 < 𝜅 [1, Corollary 8.33], we have a strong concavity factor for the
squared distance function for all 𝜅 ∈ ℝ (𝜆 is given by Proposition 3.3 when 𝜅 < 0, and 𝜆 = −2, when
𝜅 ≥ 0).

Due to the existence of angles in Alexandrov spaces, functions have well-defined directional deriva-
tives.
Definition 3.4 (Directional derivative and differential). [22, Definition 3.2] Let 𝑋 be an Alexandrov
space and 𝐹 : 𝑋 → ℝ. The directional derivative of 𝐹 at 𝑥 ∈ dom 𝐹 in the direction ℎ ∈ 𝑇𝑥𝑋 is defined
as

𝐷𝑥𝐹 (ℎ) := lim inf
(𝛾,𝑠 )→ℎ

{
lim
𝑡→ 0

𝐹 (𝛾 (𝑠𝑡)) − 𝐹 (𝑥)
𝑡

}
,

where (𝛾, 𝑠) ∈ Σ′
𝑥𝑋 × [0,∞) ⊂ 𝑇𝑥𝑋 . The function 𝐷𝑥𝐹 : 𝑇𝑥𝑋 → ℝ is called the differential of 𝐹 at 𝑥 .

This limit can be shown to exist for proper, 𝜆-convex, and lower semicontinuous functions [21, 4.1],
while its uniqueness is established in [1, Proposition 6.16] for functions with additional Lipschitz
continuity. For the former functions, it immediately follows from the definition of 𝜆-convexity that

(3.1) 𝐷𝑥𝐹 (𝛾+(0)) ≤ 𝐹 (𝑦) − 𝐹 (𝑥) −
𝜆

2𝑑
2(𝑥, 𝑦),
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for a geodesic 𝛾 (𝑡) = 𝑥#𝑡𝑦 and any 𝑦 ∈ 𝑋 . This immediately yields a Fermat principle for convex and
strongly convex functions.
Corollary 3.5 (Fermat principle). Let (𝑋,𝑑) be an Alexandrov space and 𝐹 : 𝑋 → ℝ proper, lower
semicontinuous, and 𝜆-convex with 𝜆 ≥ 0. Furthermore, let 𝑥∗ ∈ dom 𝐹 and 𝛾 be a geodesic with 𝛾 (0) = 𝑥∗.
The following are equivalent:

1. 𝐷𝑥∗𝐹 (𝛾+(0)) ≥ 0, for all 𝛾+(0) ∈ 𝑇𝑥∗𝑋 ;

2. 𝐹 (𝑥∗) = min𝑥∈𝑋 𝐹 (𝑥).

Proof. Let 𝐷𝑥∗𝐹 (𝛾+(0)) ≥ 0, for any geodesic 𝛾 (𝑡) = 𝑥∗#𝑡𝑦 . Directly from (3.1) and 𝜆 ≥ 0 we get

0 ≤ 𝐷𝑥∗𝐹 (𝛾+(0)) ≤ 𝐹 (𝑦) − 𝐹 (𝑥∗) − 𝜆

2𝑑
2(𝑥∗, 𝑦) ≤ 𝐹 (𝑦) − 𝐹 (𝑥∗) for all 𝑦 ∈ 𝑋,

i.e., 𝐹 (𝑥∗) ≤ 𝐹 (𝑦) for all 𝑦 ∈ 𝑋 .
Now let 𝐹 (𝑥∗) = min𝑥∈𝑋 𝐹 (𝑥). This implies 𝐹 (𝛾 (𝑡)) ≥ 𝐹 (𝑥∗), for any 𝑦 ∈ 𝑋 with 𝛾 (𝑡) = 𝑥∗#𝑡𝑦 and

𝑡 ∈ [0, 1]; that is
𝐹 (𝛾 (𝑡)) − 𝐹 (𝑥∗)

𝑡
≥ 0,

for small 𝑡 > 0. Taking 𝑡→ 0 yields the claim. □

We also need the following definition of the descending absolute gradient of 𝐹 .
Definition 3.6 (Absolute gradients). [22, Definition 3.1] The descending absolute gradient of 𝐹 : 𝑋 → ℝ

at 𝑥 ∈ dom 𝐹 is defined by

|∇−𝐹 | (𝑥) := max
{
0, lim sup

𝑦→𝑥

𝐹 (𝑥) − 𝐹 (𝑦)
𝑑 (𝑥, 𝑦)

}
.

It holds that |∇−𝐹 | (𝑥) ∈ [0,∞] and |∇−𝐹 | (𝑥) ≤ 𝐿 if 𝐹 is 𝐿-Lipschitz. A point 𝑥 is called critical if
|∇−𝐹 | (𝑥) = 0, which holds if 𝐹 (𝑥) = inf𝑦∈𝑋 𝐹 (𝑦).
It can be shown in Alexandrov spaces bounded from below, that for a lower semicontinuous, 𝜆-

convex function 𝐹 with 0 < |∇−𝐹 | (𝑥) < ∞, there exists a unique direction 𝛼 ∈ Σ𝑥𝑋 such that
𝐷𝑥𝐹 ((𝛼, 1)) = −|∇−𝐹 | (𝑥) and

(3.2) 𝐷𝑥𝐹 ((𝛽, 1)) ≥ −|∇−𝐹 | (𝑥)⟨(𝛼, 1), (𝛽, 1)⟩

for all 𝛽 ∈ Σ𝑥𝑋 [21, Lemma 4.3]. As such, the tangent vector

(3.3) ∇(−𝐹 ) (𝑥) := (𝛼, |∇−𝐹 | (𝑥)) ∈ 𝑇𝑥𝑋

can be thought as a subgradient vector of −𝐹 at 𝑥 . This will be used in the definition of the gradient
descent map in the lower curvature bound case. Normally, we would use the descent directions of 𝐹
but since the tangent space𝑇𝑥𝑋 is not (in general) a vector space, the negative of the gradient may not
exist. Instead, we will use a subgradient of negative 𝐹 instead.

3.1 trigonometric bounds

Using Propositions 3.2 and 3.3, we can now derive some very useful trigonometric bounds related to
the squared distance functions; effectively generalisations of the law of cosine. By Proposition 3.3, in
a complete Alexandrov space with curvature bounded from below by 𝜅 < 0 (note that for 𝜅 ≥ 0, we
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can choose 𝜆 = −2 as is mentioned after Proposition 3.3), the negative distance squared function is
𝜆-convex with 𝜆 < 0:

−𝑑2(𝑧,𝛾 (𝑡)) ≤ −(1 − 𝑡)𝑑2(𝑧, 𝑥) − 𝑡𝑑2(𝑧, 𝑦) − 𝜆

2 𝑡 (1 − 𝑡)𝑑
2(𝑥, 𝑦),

where 𝛾 (𝑡) = 𝑥#𝑡𝑦 is a geodesic and 𝑧 ∈ 𝑋 with 𝑑 (𝑧, 𝑥) > 0. This gives us

−𝑑
2(𝑧,𝛾 (𝑡)) − 𝑑2(𝑧, 𝑥)

𝑡
≤ 𝑑2(𝑧, 𝑥) − 𝑑2(𝑧, 𝑦) − 𝜆

2 (1 − 𝑡)𝑑
2(𝑥, 𝑦),

which by taking 𝑡→ 0 yields

−𝐷𝑥 (𝑑2(𝑧, 𝑥)) (𝛾+(0)) ≤ 𝑑2(𝑧, 𝑥) − 𝑑2(𝑧, 𝑦) − 𝜆

2𝑑
2(𝑥, 𝑦) .

The differential exists (as 𝑑2
𝑧 is also proper and continuous) and the first variation formula Theorem 2.6

gives 𝐷𝑥 (𝑑2(𝑧, 𝑥)) (𝛾+(0)) ≤ −2⟨𝛾+(0), 𝜂+(0)⟩, where 𝜂 : [0, 1] → 𝑋 is the geodesic from 𝑥 to 𝑧 that
realises the minimum angle between 𝛾 and all geodesics from 𝑥 to 𝑧. The definition of the inner product
(2.3) further gives −2⟨𝛾+(0), 𝜂+(0)⟩ = −2𝑑 (𝑥, 𝑦)𝑑 (𝑥, 𝑧) cos ∠𝑥 (𝛾, 𝜂) so by rearranging we finally get

𝑑2(𝑧, 𝑦) ≤ 𝑑2(𝑧, 𝑥) − 𝜆

2𝑑
2(𝑥, 𝑦) − 2𝑑 (𝑥, 𝑦)𝑑 (𝑥, 𝑧) cos ∠𝑥 (𝛾, 𝜂),

which is, in fact, nothing but a modified cosine rule in disguise (since 𝜆 < 0). The factor 𝜆/2 can be
given a more explicit expression as has been done in [30].
Lemma 3.7 ([30, Lemma 6]). If 𝑎, 𝑏, 𝑐 are the sides (i.e., side lengths) of a geodesic triangle in an Alexandrov
space with curvature bounded below by 𝜅 ∈ ℝ, and 𝜃 is the angle between sides 𝑏 and 𝑐 , then

𝑎2 ≤
√︁
|𝜅 |𝑐

tanh(
√︁
|𝜅 |𝑐)

𝑏2 + 𝑐2 − 2𝑏𝑐 cos(𝜃 ) .

That is, the factor −𝜆/2 can be chosen to be
√︁
|𝜅 |𝑑 (𝑥, 𝑧)/tanh(

√︁
|𝜅 |𝑑 (𝑥, 𝑧)). Keeping the curva-

ture 𝜅 < 0 fixed, we see that √−𝜅𝑑 (𝑥, 𝑧)/tanh(√−𝜅𝑑 (𝑥, 𝑧)) is an increasing function of the side
length 𝑐 = 𝑑 (𝑥, 𝑧). In particular, if 𝑥, 𝑧 ∈ 𝐴 ⊂ 𝑋 with diam𝐴 < ∞, we have that 𝑐 ≤ diam𝐴 and√−𝜅𝑑 (𝑥, 𝑧)/tanh(√−𝜅𝑑 (𝑥, 𝑧)) ≤ 𝜆𝑙/2 for

(3.4) 𝜆𝑙

2
:=

√−𝜅 diam𝐴

tanh(√−𝜅 diam𝐴) .

Remark 3.8. Although the lemma is stated for all 𝜅 ∈ ℝ, we will only use it for 𝜅 < 0 and choose 𝜆𝑙 = 2,
when 𝜅 ≥ 0.

Repeating the same arguments with Proposition 3.2, in the case of a complete Alexandrov spaces
with curvature bounded from above by 𝜅 > 0, we get

(3.5) 𝑑2(𝑧, 𝑦) ≥ 𝑑2(𝑧, 𝑥) + 𝜆

2𝑑
2(𝑥, 𝑦) − 2𝑑 (𝑥, 𝑦)𝑑 (𝑥, 𝑧) cos ∠𝑥 (𝛾, 𝜂),

where 𝜆 > 0. The factor 𝜆/2 can be chosen to be
√
𝜅𝑑 (𝑥, 𝑧)/tan(

√
𝜅𝑑 (𝑥, 𝑧)), for 𝜅 > 0. (As mentioned

after Proposition 3.2, for 𝜅 ≤ 0, we can choose 𝜆 = 2.)
Lemma 3.9. Let (𝑋,𝑑) be an Alexandrov space with curvature bounded from above by 𝜅 > 0 and 𝑎, 𝑏, 𝑐
the sides (i.e., side lengths) of a geodesic triangle with vertices and sides in a geodesically convex set𝐴 ⊂ 𝑋
with diam𝐴 < 𝜋/(2

√
𝜅). For the angle 𝜃 between sides 𝑏 and 𝑐 we have

𝑎2 ≥
√
𝜅𝑐

tan(
√
𝜅𝑐)

𝑏2 + 𝑐2 − 2𝑏𝑐 cos(𝜃 ).

For curvature bounded above by 𝜅 ≤ 0, we can choose (
√
𝜅𝑐)/tan(

√
𝜅𝑐) = 1.
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Proof. From the previous discussion, we only need to show that the factor 𝜆/2 can be chosen to be√
𝜅𝑐/tan(

√
𝜅𝑐), for 𝜅 > 0 and some side length 𝑐 , with 𝑐 < 𝜋/(2

√
𝜅). By Proposition 3.2, we have

𝜀 = 𝜋/2 − 2𝑟
√
𝜅 and

𝜆

2 =
(𝜋 − 2𝜀) tan 𝜀

2 = 2𝑟
√
𝜅 tan(𝜋2 − 2𝑟

√
𝜅) = 2𝑟

√
𝜅

tan(2𝑟
√
𝜅)
,

for 𝜅 > 0 and an arbitrary 𝜀 ∈ (0, 𝜋/2). Since for any 𝜀 ∈ (0, 𝜋/2) we have 2𝑟 < 𝜋/(2
√
𝜅), the claim

follows. □

Again, keeping the curvature 𝜅 fixed, we see that
√
𝜅𝑐/tan(

√
𝜅𝑐) is a decreasing function of the

side length 𝑐 = 𝑑 (𝑥, 𝑧). That is, if 𝑥, 𝑧 ∈ 𝐴 ⊂ 𝑋 with diam𝐴 < 𝜋/(2
√
𝜅), we have that 𝑐 ≤ diam𝐴 and√

𝜅𝑐/tan(
√
𝜅𝑐) ≥ 𝜆𝑢/2 for

(3.6) 𝜆𝑢

2
:=

√
𝜅 diam𝐴

tan(
√
𝜅 diam𝐴)

.

These bounds allow us to write the key lemmas related to the proximal, gradient, and proximal
gradient methods in an explicit manner.
Remark 3.10. The assumption on the diameter of the subset is an important standard assumption in
convex analysis in positively curved spaces as it forces the set to be convex [1, Corollary 9.27]. In the
case of Riemannian manifolds (of sufficient smoothness), this also means that the exponential map as
well as its inverse is uniquely defined in the set. Practically, convergence may be observed in a larger
set.

4 proximal and gradient descent maps

To analyse the proximal gradient map, we need to analyse the proximal and gradient descent maps
seperately first. It turns out that the curvature bound determines which method is more appropriate
for the analysis of the gradient flow; the proximal map behaves reasonabley in spaces with upper
curvature bounds, while the gradient descent map is suitable in the lower bounded case. This would
also imply that a bilateral bounded Alexandrov space is appropriate for the analysis of the proximal
gradient map.

4.1 the proximal map

Let (𝑋,𝑑) be a complete Alexandrov spacewith curvature bounded from above by𝜅 ∈ ℝ and𝐺 : 𝑋 → ℝ

a proper, convex, and lower semicontinuous function. Fix the step size 𝜏 > 0 and a closed, (geodesically)
convex set 𝐴 ⊂ 𝑋 (diam𝐴 < 𝜋/(2

√
𝜅), if 𝜅 > 0) containing a nonempty sublevel set of 𝐺 .

Definition 4.1 (Constrained proximalmap [22, Definition 4.1]). For each𝑥 ∈ 𝑋 , we define the constrained
proximal map

prox𝐴𝜏𝐺 : 𝑋 → 𝑋, prox𝐴𝜏𝐺 (𝑥) := arg min
𝑦∈𝐴

{
𝐺 (𝑦) + 1

2𝜏 𝑑
2(𝑥, 𝑦)

}
.

Remark 4.2. It is important to note the nonstandard restriction to the set 𝐴 in the definition of the
proximal map. We will in Section 5 instead work with standard unrestricted proximal maps. To remedy
the lack of this restriction in our convergence proofs, we will instead perform locality analysis and
restrict the step sizes to not stray too far from the reference points. We will do this for the forward-
backward method but one could just as well do it for the standard proximal map (with just an upper
curvature bound and without the gradient step) and get similar results.
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It can be shown that the proximal map is uniquely determined if 𝐺 is 𝜆-convex for 𝜆 ≥ 0. This
follows from the strong convexity of the squared distance function (𝜆-convex for 𝜆 > 0) and hence
from the strong convexity of the whole expression. The following fundamental lemma is key in the
analysis of the proximal point method.
Lemma 4.3 ([22, Lemma 4.6(I)]). Let (𝑋,𝑑) be a complete Alexandrov space with curvature bounded from
above by 𝜅 > 0 and diam𝐴 < 𝜋/(2

√
𝜅). Then we have

𝑑2(𝑦, prox𝐴𝜏𝐺 (𝑥)) ≤ 𝑑
2(𝑦, 𝑥) + 2𝜏 (𝐺 (𝑦) −𝐺 (prox𝐴𝜏𝐺 (𝑥))) for all 𝑥, 𝑦 ∈ 𝐴.

We can consider the algorithm generated by the proximal map by taking an arbitrary starting point
𝑥0 ∈ 𝐴 and iterating

(4.1) 𝑥𝑘+1 = prox𝐴𝜏𝑘𝐺 (𝑥
𝑘 ), 𝑘 ≥ 0,

for an appropriate positive sequence {𝜏𝑘 }𝑘∈ℕ of step sizes. Using Lemma 4.3, the convergence of the
function values 𝐺 (𝑥𝑘 ) to the infimum is shown in [22, Theorem 5.1] for a positive step size sequence
{𝜏𝑘 }𝑘∈ℕ with

∑∞
𝑘=0 𝜏𝑘 = ∞. Let us also show that the sequence of points with the same step sizes

converge to a minimiser of 𝐺 when 𝑋 is assumed locally compact.
Theorem 4.4. Let (𝑋,𝑑) be a complete locally compact Alexandrov space with curvature bounded from
above by 𝜅 ∈ ℝ. Let 𝐺 be lower semicontinuous and {𝑥𝑘 }𝑘∈ℕ be the sequence generated by (4.1) with∑∞

𝑘=0 𝜏𝑘 =∞. If the minimiser set𝑈 ∗ of 𝐺 is nonempty, then lim𝑘→∞ 𝑥
𝑘 = 𝑥∗ and 𝑥∗ ∈ 𝑈 ∗.

Proof. Since 𝑈 ∗ is nonempty, we have 𝐺 (𝑦) ≤ 𝐺 (𝑥𝑘 ) for any 𝑦 ∈ 𝑈 ∗ and 𝑘 ≥ 0. By Lemma 4.3 we
have that 𝑑2(𝑦, 𝑥𝑘+1) ≤ 𝑑2(𝑦, 𝑥𝑘 ) and hence 𝑑 (𝑦, 𝑥𝑘+1) ≤ 𝑑 (𝑦, 𝑥𝑘 ) for all 𝑘 = 0, 1, . . ., i.e., {𝑥𝑘 }𝑘∈ℕ is
a Fejér sequence with respect to the nonempty set 𝑈 ∗ ⊂ 𝑋 . By Theorem 2.11, Fejér sequences are
bounded and since 𝑋 is locally compact and complete, the sequence {𝑥𝑘 }𝑘∈ℕ contains a convergent
subsequence {𝑥𝑘𝑖 }𝑖∈ℕ such that lim𝑖→∞ 𝑥𝑘𝑖 = 𝑥∗. By lower semicontinuity and [22, Theorem 5.1] we
have 𝐺 (𝑥∗) ≤ lim inf𝑖→∞𝐺 (𝑥𝑘𝑖 ) = inf𝑥∈𝑋 𝐺 (𝑥), which implies that 𝑥∗ ∈ 𝑈 . Theorem 2.11 now gives
lim𝑘→∞ 𝑥

𝑘 = 𝑥∗. □

Without local compactness but assuming strong convexity from𝐺 , the algorithm can also be shown
to converge to the unique minimiser of 𝐺 [22, Theorem 5.7]. For completeness, let us also state an
iteration-complexity bound for the method.
Proposition 4.5. Let {𝑥𝑘 }𝑘∈ℕ be the sequence generated by (4.1) with 𝜏𝑘 ≥ 𝜏 > 0, for 𝑘 = 0, 1, . . .. Then for
every 𝑁 ∈ ℕ, and 𝑥∗ a point where 𝐺 achieves a minimum, we have

𝐺 (𝑥𝑁+1) −𝐺 (𝑥∗) ≤ 𝑑2(𝑥∗, 𝑥0)
2𝜏 (𝑁 + 1) .

Proof. Choose 𝑦 = 𝑥∗ in Lemma 4.3 and use 𝜏𝑘 ≥ 𝜏 > 0 to get

𝐺 (𝑥𝑘+1) −𝐺 (𝑥∗) ≤ 1
2𝜏𝑘

(𝑑2(𝑥∗, 𝑥𝑘 ) − 𝑑2(𝑥∗, 𝑥𝑘+1)) ≤ 1
2𝜏 (𝑑

2(𝑥∗, 𝑥𝑘 ) − 𝑑2(𝑥∗, 𝑥𝑘+1)) .

Summing over from 0 to 𝑁 and using the fact that the sequence {𝐺 (𝑥𝑘 )}𝑘∈ℕ is monotone nonincreasing
(choose 𝑦 = 𝑥 in Lemma 4.3 to get 𝐺 (𝑥𝑁 ) ≤ 𝐺 (𝑥𝑘 ) for all 𝑘 = 0, 1 . . . , 𝑁 ) gives us the result

(𝐺 (𝑥𝑁+1) −𝐺 (𝑥∗)) (𝑁 + 1) =
𝑁∑︁
𝑘=0

(𝐺 (𝑥𝑁+1) −𝐺 (𝑥∗)) ≤
𝑁∑︁
𝑘=0

(𝐺 (𝑥𝑘+1) −𝐺 (𝑥∗)) ≤ 𝑑2(𝑥∗, 𝑥0)
2𝜏 . □
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4.2 gradient descent map

For a complete finite dimensional Alexandrov space (𝑋,𝑑) with 𝜕𝑋 = ∅ and curvature bounded from
below by 𝜅 ∈ ℝ, we can define the gradient descent map of a proper, convex, and lower semicontinuous
function 𝐹 : 𝑋 → ℝ. Fix the step size 𝜏 > 0 and a closed, (geodesically) convex set 𝐴 ⊂ 𝑋 containing a
nonempty sublevel set of 𝐹 .
Definition 4.6 (Gradient descent map [22, Definition 4.5]). For each 𝑥 ∈ 𝑋 with |∇−𝐹 | (𝑥) < ∞, we
define

g-desc𝜏𝐹 : 𝑋 → 𝑋, g-desc𝜏𝐹 (𝑥) := g-exp(𝜏∇(−𝐹 ) (𝑥)),
where g-exp is the gradient exponential map and ∇(−𝐹 ) is as given in (3.3).
Remark 4.7. The rigorous definition of the gradient exponential map is very technical and we will
not give it here as we will will not use it for our results. Informally, the gradient exponential map
g-exp : 𝑇𝑝𝑋 → 𝑋 maps a given 𝑣 ∈ 𝑇𝑝𝑋 to a gradient curve of the distance function from 𝑝 ,
i.e., g-exp(𝑡𝑣) = 𝛾 (𝑡), where 𝛾 : [0,∞) → 𝑋 is a radial curve for 𝑑𝑝 (·). These radial curves have a
parametrisation which coincides with the arc length parametrisation as long as 𝛾 is a geodesic, meaning
that the gradient exponential agrees with the exponential map at all points where the latter is defined
(the exponential map will be defined in Section 5). The notable difference between the maps is that the
gradient exponential map is defined for all times 𝑡 ≥ 0, whereas the exponential map (if defined at all)
is defined only in the cut-locus (which can be arbitrary small). See [1, Chapter 16 J] for the definition
and some of its properties.

As in the upper curvature bound case, to prove convergence results we need the corresponding key
lemma for the gradient descent map.
Lemma 4.8 ([22, Lemma 4.6(II)]). Let (𝑋,𝑑) be a finite dimensional complete Alexandrov space with
curvature bounded from below by 𝜅 < 0, 𝜕𝑋 = ∅, and diam𝐴 < ∞. Then we have

𝑑2(𝑦, g-desc𝜏𝐹 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐹 (𝑦) − 𝐹 (𝑥)) + 𝜆𝑙

2 (𝜏 |∇−𝐹 | (𝑥))2

for all 𝑥, 𝑦 ∈ 𝐴 satisfying g-desc𝜏𝐹 (𝑥) ∈ 𝐴, where 𝜆𝑙 = 𝜆𝑙 (𝜅, diam𝐴) is the constant (3.4).
As before, we consider the algorithm generated by the gradient descent map g-desc𝜏𝐹 by choosing

an arbitrary starting point 𝑥0 ∈ 𝐴 and iterating

(4.2) 𝑥𝑘+1 = g-desc𝜏𝑘𝐹 (𝑥
𝑘 ), 𝑘 ≥ 0,

for an appropriate positive sequence {𝜏𝑘 }𝑘∈ℕ. This algorithm is shown to converge to a minimiser of a
Lipschitz continuous 𝐹 [22, Theorem 5.5] and to its unique minimiser when it is also strongly convex
[22, Theorem 5.7]. These are done with the same step size assumptions as in the upper curvature
bound case (𝜏𝑘 > 0,

∑∞
𝑘=0 𝜏𝑘 = ∞, and

∑∞
𝑘=0 𝜏

2
𝑘
< ∞). For these step sizes, we have the following

iteration-complexity bound for the gradient descent algorithm.
Proposition 4.9. Let 𝐹 be Lipschitz continuous with constant 𝐿𝐹 and {𝑥𝑘 }𝑘∈ℕ be the sequence generated
by (4.2). Let 𝛼𝑘 := 𝜏𝑘 |∇−𝐹 | (𝑥𝑘 ), for 𝑘 = 0, 1, . . .. Then for every 𝑁 ∈ ℕ≥0, the following holds

min{𝐹 (𝑥𝑘 ) − 𝐹 (𝑥∗) | 𝑘 = 0, 1, . . . , 𝑁 } ≤ 𝐿𝐹
𝑑2(𝑥0, 𝑥∗) + 𝜆𝑙

2
∑𝑁

𝑘=0 𝛼
2
𝑘

2
∑𝑁

𝑘=0 𝛼𝑘
,

where 𝑥∗ is a point in which 𝐹 achieves a minimum.

Proof. Choose 𝑦 = 𝑥∗ and insert 𝜏𝑘 = 𝛼𝑘/|∇−𝐹 | (𝑥𝑘 ) in Lemma 4.8 to get

2 𝛼𝑘

|∇−𝐹 | (𝑥𝑘 )
(𝐹 (𝑥𝑘 ) − 𝐹 (𝑥∗)) ≤ 𝑑2(𝑥𝑘 , 𝑥∗) − 𝑑2(𝑥𝑘+1, 𝑥∗) + 𝜆𝑙

2 𝛼
2
𝑘
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for all 𝑘 = 0, 1, . . . , 𝑁 . From the Lipschitz continuity of 𝐹 we have that |∇−𝐹 | (𝑥𝑘 ) ≤ 𝐿𝐹 , so summing
over from 0 to 𝑁 we get

2
𝐿𝐹

𝑁∑︁
𝑘=0

𝛼𝑘 (𝐹 (𝑥𝑘 ) − 𝐹 (𝑥∗)) ≤ 𝑑2(𝑥0, 𝑥∗) − 𝑑2(𝑥𝑁+1, 𝑥∗) + 𝜆𝑙

2

𝑁∑︁
𝑘=0

𝛼2
𝑘
.

Simply noticing now that
∑𝑁

𝑘=0 𝛼𝑘 (𝐹 (𝑥𝑘 ) − 𝐹 (𝑥∗)) ≥ min{𝐹 (𝑥𝑘 ) − 𝐹 (𝑥∗) | 𝑘 = 0, 1, . . . , 𝑁 }∑𝑁
𝑘=0 𝛼𝑘

gives us

min{𝐹 (𝑥𝑘 ) − 𝐹 (𝑥∗) | 𝑘 = 0, 1, . . . , 𝑁 }
𝑁∑︁
𝑘=0

𝛼𝑘 ≤ 𝐿𝐹
𝑑2(𝑥0, 𝑥∗) + 𝜆𝑙

2
∑𝑁

𝑘=0 𝛼
2
𝑘

2

which when divided by the sum
∑𝑁

𝑘=0 𝛼𝑘 gives us the result. □

5 proximal gradient map

Now we are ready to define and analyse the proximal gradient map. Let (𝑋,𝑑) be a complete locally
compact Alexandrov space with 𝜕𝑋 = ∅ and curvature bounded from above and below by 𝜅, 𝜅 ∈ ℝ,
respectively (𝜅 ≤ 𝜅). Fix the step size 𝜏 > 0 and let 𝐺, 𝐹 : 𝑋 → ℝ be proper, convex, and lower
semicontinuous functions. The proximal gradient map will use a different version of the gradient map
relying on the exponential map instead of the gradient exponential map.
Definition 5.1 (Exponential map). The exponential map is a mapping from a subset of 𝑇𝑥𝑋 into 𝑋
defined by exp𝑥 (𝑡𝑣) = 𝛾 (𝑡), where 𝛾 : [0, 𝛿] → 𝑋 is a geodesic, with 𝛾 (0) = 𝑥 and 𝛾+(0) = 𝑣 .

Geometrically, the exponential map takes a geodesic direction 𝑣 at a starting point 𝑥 and travels to
that direction for distance 𝑡 arriving at the point𝛾 (𝑡). Clearly this is well-defined for at least sufficiently
short vectors (as long as the curve 𝛾 stays minimal). In fact, as 𝑋 is a bilaterally bounded Alexandrov
space, it is a topological manifold and hence has infinitely extendible (to both sides) local geodesics
by [1, Exercise 9.9]. This, along with local compactness, implies that the space of directions Σ′

𝑥𝑋 (and
hence 𝑇 ′

𝑥𝑋 as well) is complete for any 𝑥 ∈ 𝑋 [1, Exercise 9.10]. Thus, if we allow our geodesics to be
only locally minimising, we see that the exponential map is defined for any vector in 𝑇𝑥𝑋 . This will be
used in the a priori locality Lemma 6.4 but will subsequently be strengthened to geodesics that lie in a
geodesically convex set. The exponential map also enjoys Lipschitz continuity.
Lemma 5.2 ([18, 2.3]). The exponential map is Lipschitz continuous with a constant 𝐿exp := 1 + 𝐿(𝜅, 𝑟 ),
where 𝐿(𝜅, 𝑟 ) ≥ 0 and 𝑟 is a radius of the origin where the exponential map is defined, with 𝐿(𝜅, 𝑟 ) → 0
as 𝑟 → 0 (and naturally as 𝜅 → 0).

We can now reformulate the gradient descent map.
Definition 5.3 (Gradient descent map, bilateral bounds). For each 𝑥 ∈ 𝑋 with |∇−𝐹 | (𝑥) < ∞, we define

desc𝜏𝐹 : 𝑋 → 𝑋, desc𝜏𝐹 (𝑥) := exp𝑥 (𝜏∇(−𝐹 ) (𝑥)),

where exp is the exponential map and ∇(−𝐹 ) is as given in (3.3).
Combining our newly defined gradient descent map with the standard unrestricted proximal map

gives us the proximal gradient map.
Definition 5.4 (Proximal gradient map). For each 𝑥 ∈ 𝑋 with |∇−𝐹 | (𝑥) < ∞, we define

𝐽 : 𝑋 → 𝑋, 𝐽 (𝑥) := prox𝜏𝐺 (desc𝜏𝐹 (𝑥)) = arg min
𝑦∈𝑋

{
𝐺 (𝑦) + 1

2𝜏 𝑑
2(exp𝑥 (𝜏∇(−𝐹 ) (𝑥)), 𝑦)

}
.
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To analyse the proximal gradient map, we need a result akin to Lemmas 4.3 and 4.8. To do so, we
need an optimality condition, refine Lemma 4.3 to include the strong convexity factor of the squared
distance function, modify Lemma 4.8 to include the squared distance function (replacing the squared
vector term), and use a smoothness condition for 𝐹 to move from 𝐹 (𝑥) to 𝐹 (𝐽 (𝑥)).

We can provide a necessary condition characterisation of the point 𝐽 (𝑥) similarly to the basic
proximal map in [22, (4.2)].
Lemma 5.5. Let (𝑋,𝑑) be a locally compact Alexandrov space with an (upper or lower) curvature bound 𝜅
and 𝐺 : 𝑋 → ℝ proper, lower semicontinuous, and 𝜆-convex with 𝜆 ≥ 0. Then for all unit-speed geodesics
𝛾, 𝜂 : [0, 1] → 𝑋 with 𝛾 (0) = prox𝜏𝐺 (𝑥) and 𝜂 (𝑡) = prox𝜏𝐺 (𝑥)#𝑡𝑥 such that 0 < 𝑑 (prox𝜏𝐺 (𝑥), 𝑥) <

𝜋/
√
𝜅, we have

𝐷prox𝜏𝐺 (𝑥 )𝐺 (𝛾+(0)) − 1
𝜏
⟨𝛾+(0), 𝜂+(0)⟩ ≥ 0.

Proof. By Definition 5.4 and the Fermat principle of Corollary 3.5, prox𝜏𝐺 (𝑥) solves the minimisation
problem for the proximal map if and only if 𝐷prox𝜏𝐺 (𝑥 ) (𝐺 + (2𝜏)−1𝑑2

𝑥 ) (𝛾+(0)) ≥ 0 for all 𝛾+(0) ∈
𝑇prox𝜏𝐺 (𝑥 )𝑋 . The first variation formula of Theorem 2.6 then shows that 𝐷prox𝜏𝐺 (𝑥 ) (2𝜏)−1𝑑2

𝑥 (𝛾+(0)) =
−𝜏−1⟨𝛾+(0), 𝜂+(0)⟩ for all unit-speed geodesics 𝜂 : [0, 1] → 𝑋 with 𝜂 (𝑡) = prox𝜏𝐺 (𝑥)#𝑡𝑥 . □

To refine Lemma 4.3, we use Lemma 3.9, the optimality condition of the proximal map, and the
convexity of 𝐺 to get the appropriate estimate. The following few lemmas are a posteriori estimates
that will require first showing that prox𝜏𝐺 (𝑥), desc𝜏𝐹 (𝑥) ∈ 𝐴.
Lemma 5.6. Let (𝑋,𝑑) be a complete Alexandrov space with curvature bounded from above by 𝜅 and
𝐺 : 𝑋 → ℝ proper, lower semicontinuous, and convex. Let 𝐴 ⊂ 𝑋 be such that diam𝐴 < 𝜋/(2

√
𝜅). Then

we have

𝑑2(𝑦, prox𝜏𝐺 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐺 (𝑦) −𝐺 (prox𝜏𝐺 (𝑥))) −
𝜆𝑢

2 𝑑
2(𝑥, prox𝜏𝐺 (𝑥)),

for all 𝑥, 𝑦 ∈ 𝐴 satisfying prox𝜏𝐺 (𝑥) ∈ 𝐴, where 𝜆𝑢 = 𝜆𝑢 (𝜅, diam𝐴) is given in (3.6).

Proof. Choose 𝑎 = 𝑑 (𝑦, 𝑥), 𝑏 = 𝑑 (𝑥, prox𝜏𝐺 (𝑥)), and 𝑐 = 𝑑 (𝑦, prox𝜏𝐺 (𝑥)) in Lemma 3.9 to get

𝑑2(𝑦, 𝑥) ≥
√
𝜅𝑐

tan(
√
𝜅𝑐)

𝑑2(𝑥, prox𝜏𝐺 (𝑥)) + 𝑑2(𝑦, prox𝜏𝐺 (𝑥))

− 2𝑑 (𝑥, prox𝜏𝐺 (𝑥))𝑑 (𝑦, prox𝜏𝐺 (𝑥)) cos(𝜃 )

≥ 𝜆𝑢

2 𝑑
2(𝑥, prox𝜏𝐺 (𝑥)) + 𝑑2(𝑦, prox𝜏𝐺 (𝑥)) − 2𝑑 (𝑥, prox𝜏𝐺 (𝑥))𝑑 (𝑦, prox𝜏𝐺 (𝑥)) cos(𝜃 ),

(5.1)

where 𝜃 = ∠prox𝜏𝐺 (𝑥 ) (𝛾, 𝜂) is the angle between the sides 𝑏 and 𝑐 , and 𝛾 (𝑡) = prox𝜏𝐺 (𝑥)#𝑡𝑦 and
𝜂 (𝑡) = prox𝜏𝐺 (𝑥)#𝑡𝑥 . The definition of the “inner product”, followed by Lemma 5.5 and convexity (3.1)
of 𝐺 along the geodesic 𝛾 , establish

−2𝑑 (𝑥, prox𝜏𝐺 (𝑥))𝑑 (𝑦, prox𝜏𝐺 (𝑥)) cos(𝜃 ) = −2⟨𝛾+(0), 𝜂+(0)⟩
≥ −2𝜏𝐷prox𝜏𝐺 (𝑥 )𝐺 (𝛾+(0))
≥ 2𝜏 (𝐺 (prox𝜏𝐺 (𝑥)) −𝐺 (𝑦)) .

(5.2)

Combining (5.1) and (5.2) establishes the claim. □

To modify Lemma 4.8, we use Lemma 3.7, the optimality condition of the gradient map (3.2), and
convexity of 𝐹 to get the appropriate estimate.
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Lemma 5.7. Let (𝑋,𝑑) be a complete Alexandrov space with curvature bounded from above by 𝜅 and below
by𝜅 , and 𝐹 : 𝑋 → ℝ proper, lower semicontinuous, and convex. Let𝐴 ⊂ 𝑋 be such that diam𝐴 < 𝜋/(2

√
𝜅)

and 0 < |∇−𝐹 | (𝑥) < ∞, for all 𝑥 ∈ 𝐴. Then we have

𝑑2(𝑦, desc𝜏𝐹 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐹 (𝑦) − 𝐹 (𝑥)) + 𝜆𝑙

2 𝑑
2(𝑥, desc𝜏𝐹 (𝑥)),

for all 𝑥, 𝑦 ∈ 𝐴 satisfying desc𝜏𝐹 (𝑥) ∈ 𝐴, where 𝜆𝑙 = 𝜆𝑙 (𝜅, diam𝐴) is the constant (3.4).

Proof. Since 𝐴 is assumed geodesically convex and 𝑥, 𝑦, desc𝜏𝐹 (𝑥) ∈ 𝐴, we have by Lemma 3.7

𝑑2(𝑦, desc𝜏𝐹 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 𝜆𝑙

2 𝑑
2(𝑥, desc𝜏𝐹 (𝑥)) − 2𝑑 (𝑥, 𝑦)𝑑 (𝑥, desc𝜏𝐹 (𝑥)) cos(𝜃 ) .

It follows from desc𝜏𝐹 (𝑥) = exp𝑥 (𝜏∇(−𝐹 ) (𝑥)) and the definition of the “inner product” for geodesics
𝜂 (𝑡) = 𝑥#𝑡 exp𝑥 (𝜏∇(−𝐹 ) (𝑥)) and 𝛾 (𝑡) = 𝑥#𝑡𝑦 that

−2𝑑 (𝑥, 𝑦)𝑑 (𝑥, desc𝜏𝐹 (𝑥)) cos(𝜃 ) = −2⟨𝜂+(0), 𝛾+(0)⟩ = −2⟨𝜏∇(−𝐹 ) (𝑥), 𝛾+(0)⟩.

Furthermore, by convexity along 𝛾 and the characterisation (3.2) we have

𝐹 (𝑦) − 𝐹 (𝑥) ≥ 𝐷𝑥𝐹 (𝛾+(0)) ≥ −⟨∇(−𝐹 ) (𝑥), 𝛾+(0)⟩.

The claim follows by combining the estimates. □

Finally, we need to introduce the concept of uniform smoothness of a function, which is a natural
reformulation of the same concept in Banach spaces and a necessary assumption in analysing the
proximal gradient map.
Definition 5.8 (Uniform smoothness). A function 𝐹 : 𝑋 → ℝ is called uniformly smooth with factor
𝐿 > 0, if for all 𝑥, 𝑦 ∈ 𝑋 and geodesics 𝛾 (𝑡) = 𝑥#𝑡𝑦 with 𝑡 ∈ [0, 1], we have

𝐹 (𝛾 (𝑡)) + 𝐿

2 𝑡 (1 − 𝑡)𝑑
2(𝑥, 𝑦) ≥ (1 − 𝑡)𝐹 (𝑥) + 𝑡𝐹 (𝑦) .

Example 5.9. Let 𝑋 be an Alexandrov space with curvature bounded from above. The beginning of
Section 3.1 shows that the squared distance function 𝑑2

𝑧 , for a fixed 𝑧 ∈ 𝑋 , is −𝜆-smooth, where 𝜆 is the
factor from Proposition 3.3.

Using uniform smoothness to derive a suitable descent lemma,we need to also assume differentiability
from 𝐹 . This assumption is justified as our space𝑋 is bilaterally bounded and thus contains the structure
of a differentiable manifold by Theorem 2.8. For a differentiable 𝐹 with a gradient ∇𝐹 (𝑥) at 𝑥 , we have
the correspondence

∇(−𝐹 ) (𝑥) = −∇𝐹 (𝑥) and 𝐷𝑥𝐹 (𝛾+(0)) = ⟨∇𝐹 (𝑥), 𝛾+(0)⟩,

for all geodesics𝛾 with𝛾 (0) = 𝑥 [2, Chapter 1.3]. Note that for critical points 𝑥∗ of 𝐹 we have∇𝐹 (𝑥∗) = 0.
Lemma 5.10 (Descent lemma). Let (𝑋,𝑑) be a complete locally compact Alexandrov space and 𝐹 be
uniformly smooth with factor 𝐿 > 0. We have (for any instance of the possibly non-unique log𝑥 𝑦 when
(𝑋,𝑑) is not upper-bounded)

(5.3) 𝐷𝑥𝐹 (log𝑥 𝑦) +
𝐿

2𝑑
2(𝑥, 𝑦) ≥ 𝐹 (𝑦) − 𝐹 (𝑥) .

If, (𝑋,𝑑) is, moreover, bilaterally bounded, and 𝐹 differentiable, then, for 𝛾 (𝑡) = 𝑥#𝑡𝑦 , we have

−⟨𝛾+(0),∇(−𝐹 ) (𝑥)⟩ + 𝐿

2𝑑
2(𝑥, 𝑦) + 𝐹 (𝑥) ≥ 𝐹 (𝑦).
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Proof. By the uniform smoothness we have

𝐹 (𝛾 (𝑡)) − 𝐹 (𝑥)
𝑡

+ 𝐿

2 (1 − 𝑡)𝑑
2(𝑥, 𝑦) ≥ 𝐹 (𝑦) − 𝐹 (𝑥),

which letting 𝑡→ 0 yields
𝐷𝑥𝐹 (𝛾+(0)) +

𝐿

2𝑑
2(𝑥, 𝑦) ≥ 𝐹 (𝑦) − 𝐹 (𝑥) .

That is, (5.3) holds. Lastly, the bilateral bounds and the differentiability of 𝐹 give 𝐷𝑥𝐹 (𝛾+(0)) =

⟨𝛾+(0),∇𝐹 (𝑥)⟩ = −⟨𝛾+(0),∇(−𝐹 ) (𝑥)⟩. □

5.1 the key estimate

We now have the necessary tools to derive our key inequality for the proximal gradient map. The plan
is to combine Lemmas 5.6 and 5.7 at specific points, using the uniform smoothness of 𝐹 to move from
the estimates on 𝐹 from being based at 𝑥 to 𝐽 (𝑥) (to be able combine with the estimate of 𝐺 at 𝐽 (𝑥) in
Lemma 5.6).

By Lemma 5.7 we have

(5.4) 𝑑2(𝑦,𝑤) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐹 (𝑦) − 𝐹 (𝑥)) + 𝜆𝑙

2 𝑑
2(𝑥,𝑤),

where 𝑤 = desc𝜏𝐹 (𝑥) = exp𝑥 (𝜏∇(−𝐹 ) (𝑥)). Assuming that 𝐹 is uniformly smooth with factor 𝐿 > 0,
we have by Lemma 5.10 that

(5.5) −2𝜏𝐹 (𝑥) ≤ −2𝜏𝐹 (𝐽 (𝑥)) + 𝐿𝜏𝑑2(𝑥, 𝐽 (𝑥)) − 2⟨𝛾+(0), 𝜏∇(−𝐹 ) (𝑥)⟩

for a geodesic 𝛾 (𝑡) = 𝑥#𝑡 𝐽 (𝑥). By Lemma 3.9 we have

−2⟨𝛾+(0), 𝜏∇(−𝐹 ) (𝑥)⟩ = −2𝑑 (𝑥, 𝐽 (𝑥))𝑑 (𝑥,𝑤) cos(𝜃 )

≤ 𝑑2(𝑤, 𝐽 (𝑥)) − 𝜆𝑢

2 𝑑
2(𝑥, 𝐽 (𝑥)) − 𝑑2(𝑥,𝑤),

(5.6)

where 𝜃 is the angle between geodesics from 𝑥 to 𝐽 (𝑥) and𝑤 . Combining expressions (5.4)–(5.6) gives
us

𝑑2(𝑦,𝑤) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐹 (𝑦) − 𝐹 (𝐽 (𝑥))) + (𝐿𝜏 − 𝜆𝑢

2 )𝑑2(𝑥, 𝐽 (𝑥))

+
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥,𝑤) + 𝑑2(𝑤, 𝐽 (𝑥)) .

(5.7)

Finally, let 𝑥 =𝑤 in Lemma 5.6 to obtain

(5.8) 𝑑2(𝑦, 𝐽 (𝑥)) ≤ 𝑑2(𝑦,𝑤) + 2𝜏 (𝐺 (𝑦) −𝐺 (𝐽 (𝑥))) − 𝜆𝑢

2 𝑑
2(𝑤, 𝐽 (𝑥)),

and sum estimates (5.7) and (5.8) to obtain

𝑑2(𝑦, 𝐽 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐻 (𝑦) − 𝐻 (𝐽 (𝑥))) + (𝐿𝜏 − 𝜆𝑢

2 )𝑑2(𝑥, 𝐽 (𝑥))

+
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥,𝑤) +

(
1 − 𝜆𝑢

2

)
𝑑2(𝑤, 𝐽 (𝑥)),

where 𝐻 (𝑥) =𝐺 (𝑥) + 𝐹 (𝑥). We have proved the following key result. It is an a posteriori result, which
still requires showing that𝑤, 𝐽 (𝑥) ∈ 𝐴.
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Lemma 5.11 (Key lemma, convex 𝐺 and 𝐹 ). Let (𝑋,𝑑) be a complete locally compact Alexandrov space
with 𝜕𝑋 = ∅ and curvature bounded from above by 𝜅 ∈ ℝ and below by 𝜅 ∈ ℝ (𝜅 ≤ 𝜅). Fix the step size
𝜏 > 0 and a closed, geodesically convex set 𝐴 ⊂ 𝑋 (diam𝐴 < 𝜋/(2

√
𝜅), if 𝜅 > 0) containing a nonempty

sublevel set of𝐺 + 𝐹 , where𝐺, 𝐹 : 𝑋 → ℝ are proper, convex, and lower semicontinuous functions. Assume
further that 𝐹 is differentiable and uniformly smooth with factor 𝐿 > 0. Then we have

𝑑2(𝑦, 𝐽 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐻 (𝑦) − 𝐻 (𝐽 (𝑥))) + (𝐿𝜏 − 𝜆𝑢

2 )𝑑2(𝑥, 𝐽 (𝑥))

+
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥,𝑤) +

(
1 − 𝜆𝑢

2

)
𝑑2(𝑤, 𝐽 (𝑥))

(5.9)

for all 𝑥, 𝑦 ∈ 𝐴 satisfying𝑤, 𝐽 (𝑥) ∈ 𝐴, where 𝐻 (𝑥) =𝐺 (𝑥) + 𝐹 (𝑥),𝑤 = exp𝑥 (𝜏∇(−𝐹 ) (𝑥)), along with

𝜆𝑢

2
:=

√
𝜅 diam𝐴

tan(
√
𝜅 diam𝐴)

and
𝜆𝑙

2 =

√−𝜅 diam𝐴

tanh(√−𝜅 diam𝐴) .

Much like the corresponding Lemmas 4.3 and 4.8 for the proximal and gradient descent maps,
respectively, this estimate will be used to prove convergence results related to the iteration scheme
defined by the proximal gradient map.

6 forward-backward method

We can now consider the algorithm generated by the proximal gradient map 𝐽 of Definition 5.4. Fixing
an arbitrary starting point 𝑥0 ∈ 𝑋 , the forward-backward method is defined as the iterative process

(6.1) 𝑥𝑘+1 = 𝐽 (𝑥𝑘 ), 𝑘 ≥ 0

for an appropriately chosen positive sequence {𝜏𝑘 }𝑘∈ℕ. We generally denote the intermediate step by
𝑤𝑘 = desc𝜏𝐹 (𝑥𝑘 ) = exp𝑥𝑘 (𝜏𝑘∇(−𝐹 ) (𝑥𝑘 )), so that 𝑥𝑘+1 = prox𝜏𝑘𝐺 (𝑤

𝑘 ).
Before showing that method (6.1) converges to a minimum of the function 𝐻 , let us do some prelimi-

nary analysis for cases of specific curvature bounds. Denote complete locally compact Alexandrov
spaces bounded from above by 𝜅 by CAT(𝜅), and by those bounded from below by 𝜅 by CBB(𝜅) (𝜅 ≤ 𝜅).
Let us also assume that we can use Lemma 5.11 for all 𝑘 ≥ 0.

• CAT(0) + CBB(0) (flat case: e.g. ℝ𝑛 or a Hilbert space): now 𝜆𝑢/2 = 1 = 𝜆𝑙/2, giving us the
standard estimate

(6.2) 𝑑2(𝑦, 𝑥𝑘+1) ≤ 𝑑2(𝑦, 𝑥𝑘 ) + 2𝜏𝑘 (𝐻 (𝑦) − 𝐻 (𝑥𝑘+1)) + (𝐿𝜏𝑘 − 1)𝑑2(𝑥𝑘 , 𝑥𝑘+1)

for all 𝑦 . Assuming 0 < 𝐿𝜏min ≤ 𝐿𝜏𝑘 < 1 for all 𝑘 ≥ 0 establishes the Fejér property of the
sequence and leads to the usual convergence results.

• CAT(0) + CBB(𝜅) (e.g. a Hadamard space with an additional lower curvature bound): 𝜆𝑢/2 = 1,
giving us the estimate

𝑑2(𝑦, 𝑥𝑘+1) ≤ 𝑑2(𝑦, 𝑥𝑘 ) + 2𝜏𝑘 (𝐻 (𝑦) − 𝐻 (𝑥𝑘+1))

+ (𝐿𝜏𝑘 − 1)𝑑2(𝑥𝑘 , 𝑥𝑘+1) +
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥𝑘 ,𝑤𝑘 ).

(6.3)

Since 𝜆𝑙/2 − 1 ≥ 0, we need to estimate the term 𝑑2(𝑥𝑘 ,𝑤𝑘 ), for which, by Lemma 5.2, we
get from Lipschitz continuity of the exponential map (see the dicussion after Definition 5.1)
that 𝑑2(𝑥𝑘 ,𝑤𝑘 ) ≤ (𝐿exp𝜏𝑘 |∇−𝐹 | (𝑥𝑘 ))2. By further assuming that 𝐹 is, for example, Lipschitz
continuous with factor 𝐿𝐹 , we have |∇−𝐹 | (𝑥𝑘 ) ≤ 𝐿𝐹 and (𝐿exp𝜏𝑘 |∇−𝐹 | (𝑥𝑘 ))2 ≤ (𝐿exp𝜏𝑘𝐿𝐹 )2. This
shows that along with the previous assumption of 𝐿𝜏𝑘 < 1, we also need to assume

∑∞
𝑘=0 𝜏

2
𝑘
< ∞

to obtain convergence results.
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• CAT(𝜅) + CBB(0): now 𝜆𝑙/2 = 1, giving us the estimate

𝑑2(𝑦, 𝑥𝑘+1) ≤ 𝑑2(𝑦, 𝑥𝑘 ) + 2𝜏𝑘 (𝐻 (𝑦) − 𝐻 (𝑥𝑘+1))

+ (𝐿𝜏𝑘 −
𝜆𝑢

2 )𝑑2(𝑥𝑘 , 𝑥𝑘+1) +
(
1 − 𝜆𝑢

2

)
𝑑2(𝑤𝑘 , 𝑥𝑘+1) .

(6.4)

Since 1− 𝜆𝑢/2 ≥ 0, we need to estimate the term 𝑑2(𝑤𝑘 , 𝑥𝑘+1) as well as assume that 𝐿𝜏𝑘 < 𝜆𝑢/2.
One way of dealing with𝑑2(𝑤𝑘 , 𝑥𝑘+1) is to use the definition of the proximal map to get𝐺 (𝑥𝑘+1)+
(2𝜏𝑘 )−1𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ 𝐺 (𝑤𝑘 ). Assume further that 𝐺 is Lipschitz continuous with factor 𝐿𝐺
so that 𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ 2𝜏𝑘 [𝐺 (𝑤𝑘 ) −𝐺 (𝑥𝑘+1)] ≤ 2𝜏𝑘𝐿𝐺𝑑 (𝑤𝑘 , 𝑥𝑘+1) giving 𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ 4𝜏2

𝑘
𝐿2
𝐺
.

This again suggests that we need to require
∑∞

𝑘=0 𝜏
2
𝑘
< ∞. However, the Lipschitz assumption on

𝐺 is rather unpleasant as it excludes, for example, the indicator function.

• CAT(𝜅) + CBB(𝜅): here we cannot simplify at all and simply have the original estimate (5.9). For
convergence results, we should need all of the previous assumptions: 𝐿𝜏𝑘 < 𝜆𝑢/2,

∑∞
𝑘=0 𝜏

2
𝑘
< ∞,

and a bound for 𝑑2(𝑤𝑘 , 𝑥𝑘+1).

It appears to be clear from these points, that in the presence of nonzero curvature, the rather strict
assumption of square summability of the step sizes is essential in obtaining convergence results. This
ultimately arises from the strong convexity and strong concavity factors of the squared distance
function in spaces with upper and lower curvature bounds, respectively.

6.1 convergence analysis

Before analysing convergence,we gather the fundamental assumptions regarding the forward-backward
algorithm here.
Assumption 6.1. The space (𝑋,𝑑) is a complete locally compact bilaterally bounded Alexandrov space
with 𝜕𝑋 = ∅ (from below by 𝜅 ∈ ℝ and above by 𝜅 ∈ ℝ, 𝜅 ≤ 𝜅).
Assumption 6.2. The functions 𝐺, 𝐹 : 𝑋 → ℝ are proper, convex, and lower semicontinuous and 𝐹 is
differentiable and uniformly smooth with factor 𝐿 > 0 (to be precise, these only need to apply in a
closed geodesically convex set containing a nonempty sublevel set of 𝐻 =𝐺 + 𝐹 ).

We first start by showing that the forward-backward method (6.1) creates a monotone sequence of
function values of 𝐻 which in turn shows the convergence of the iterates. This is still an a posteriori
result, which requires first showing that 𝑥𝑘+1, desc𝜏𝐹 (𝑥𝑘 ) ∈ 𝐴.
Proposition 6.3 (A posteriori monotonicity). Along with Assumption 6.1, let 𝐺 be lower semicontinuous
and 𝐹 differentiable, and uniformly smooth with factor 𝐿 > 0. Fix a closed, geodesically convex set 𝐴 ⊂ 𝑋
containing a nonempty sublevel set of 𝐺 + 𝐹 and, if 𝜅 > 0, such that diam𝐴 < 𝜋/(2

√
𝜅). Let {𝜏𝑘 }𝑘∈ℕ be

a positive sequence with 𝐿𝜏𝑘 < 𝜆𝑢/2 for all 𝑘 ≥ 0 If the points 𝑥𝑘 , 𝑥𝑘+1, and𝑤𝑘 = desc𝜏𝐹 (𝑥𝑘 ) generated
by the forward-backward method (6.1) belong to 𝐴, then

(6.5) 𝐻 (𝑥𝑘+1) ≤ 𝐻 (𝑥𝑘 ) + (𝐿2 − 𝜆𝑢

4𝜏𝑘
)𝑑2(𝑥𝑘 , 𝑥𝑘+1) .

In particular, the sequence {𝐻 (𝑥𝑘 )}𝑘∈ℕ is monotonically nonincreasing. Furthermore, if 𝑥0 ∈ dom 𝐻 and
inf 𝐻 > −∞, then 𝑑 (𝑥𝑘 , 𝑥𝑘+1) → 0 as 𝑘 → ∞.

Proof. Definition 5.4 and the iteration scheme (6.1) gives

(6.6) 𝐺 (𝑥𝑘+1) + 1
2𝜏𝑘

𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ 𝐺 (𝑥𝑘 ) + 1
2𝜏𝑘

𝑑2(𝑤𝑘 , 𝑥𝑘 ),
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where𝑤𝑘 = desc𝜏𝑘𝐹 (𝑥𝑘 ) = exp𝑥𝑘 (𝜏𝑘∇(−𝐹 ) (𝑥𝑘 )). By (6.6) and Lemma 5.10 we have

𝐻 (𝑥𝑘+1) =𝐺 (𝑥𝑘+1) + 𝐹 (𝑥𝑘+1)

≤ 𝐻 (𝑥𝑘 ) + 𝐿

2𝑑
2(𝑥𝑘 , 𝑥𝑘+1) + 1

2𝜏𝑘

(
𝑑2(𝑤𝑘 , 𝑥𝑘 ) − 𝑑2(𝑤𝑘 , 𝑥𝑘+1)

)
− ⟨𝛾+(0),∇(−𝐹 ) (𝑥𝑘 )⟩,

(6.7)

for a geodesic 𝛾 (𝑡) = 𝑥𝑘#𝑡𝑥𝑘+1. Now use Lemma 3.9, (3.5) (i.e., our replacement of the Pythagoras’
identity in Hilbert spaces) and (2.3) to estimate

𝑑2(𝑤𝑘 , 𝑥𝑘 ) − 𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ −𝜆𝑢2 𝑑
2(𝑥𝑘 , 𝑥𝑘+1) + 2𝑑 (𝑥𝑘 , 𝑥𝑘+1)𝑑 (𝑥𝑘 ,𝑤𝑘 ) cos(𝜃 )

= −𝜆𝑢2 𝑑
2(𝑥𝑘 , 𝑥𝑘+1) + 2⟨𝛾+(0), 𝜏𝑘∇(−𝐹 ) (𝑥𝑘 )⟩.

(6.8)

Putting (6.7) and (6.8) together gives (6.5). The latter implies that the sequence {𝐻 (𝑥𝑘 )}𝑘∈ℕ is mono-
tonically nonincreasing when 𝐿𝜏𝑘 < 𝜆𝑢/2 for all 𝑘 ≥ 0.

Now let 𝜀 satisfy 𝜆𝑢/(4𝜏𝑘 ) − 𝐿/2 ≥ 𝜀 > 0 so that (6.5) yields

𝜀𝑑2(𝑥𝑘 , 𝑥𝑘+1) ≤ ( 𝜆𝑢4𝜏𝑘
− 𝐿

2 )𝑑
2(𝑥𝑘 , 𝑥𝑘+1) ≤ 𝐻 (𝑥𝑘 ) − 𝐻 (𝑥𝑘+1) .

Let 𝑥0 ∈ dom 𝐻 and sum over from 0 to 𝑁 to get

𝜀

𝑁∑︁
𝑘=0

𝑑2(𝑥𝑘 , 𝑥𝑘+1) ≤
𝑁∑︁
𝑘=0

(𝐻 (𝑥𝑘 ) − 𝐻 (𝑥𝑘+1)) = 𝐻 (𝑥0) − 𝐻 (𝑥𝑁+1) ≤ 𝐻 (𝑥0) − inf 𝐻 < ∞.

It follows that 𝑑 (𝑥𝑘 , 𝑥𝑘+1) → 0 since 𝜀 > 0. □

As Lemma 5.11 and Proposition 6.3 need the iterates to stay in the same neighborhood as the reference
points, we need to perform some locality analysis to determine when this is true, i.e., how close do we
need to start from the reference point and how small do the step sizes need to be for the statement
to hold. The next a priori lemma proves that 𝑥𝑘+1,𝑤𝑘 = desc𝜏𝐹 (𝑥𝑘 ) ∈ 𝐴 as required by the former a
posteriori results. Note also that here we allow the geodesics from 𝑥𝑘 to𝑤𝑘 to be just locally minimizing.
This discrepancy will be resolved in the convergence proofs with an appropriate diameter bound for 𝐴.
Lemma 6.4 (A priori locality). Along with Assumption 6.1, let 𝐺, 𝐹 : 𝑋 → ℝ, where 𝐺 is proper and 𝐹
is differentiable and Lipschitz continuous with factor 𝐿𝐹 . Let {𝑥𝑘 }𝑘∈ℕ be generated by (6.1) and 𝑥∗ be a
minimiser of 𝐺 + 𝐹 . Let 𝑥𝑘 ∈ 𝐵(𝑥∗, 𝑟 ) for some 𝑟 > 0. If 𝑅 > 2𝑟 and

(6.9) 0 < 𝜏𝑘 ≤ 𝑅 − 2𝑟
2𝐿𝐹 (1 + 𝐿exp)

,

then𝑤𝑘 , 𝑥𝑘+1 ∈ 𝐵(𝑥∗, 𝑅).

Proof. The definition of the proximal map gives

𝐺 (𝑥𝑘+1) + 1
2𝜏𝑘

𝑑2(𝑥𝑘+1,𝑤𝑘 ) ≤ 𝐺 (𝑦) + 1
2𝜏𝑘

𝑑2(𝑦,𝑤𝑘 ) for all 𝑦 ∈ 𝑋,

where 𝑥𝑘+1 = prox𝜏𝑘𝐺 (𝑤
𝑘 ) and 𝑤𝑘 = exp𝑥𝑘 (𝜏𝑘∇(−𝐹 ) (𝑥𝑘 )). Since 𝐺 (𝑦) + 𝐹 (𝑦) ≤ 𝐺 (𝑥𝑘+1) + 𝐹 (𝑥𝑘+1)

for a minimising point 𝑦 = 𝑥∗, then immediately

𝑑2(𝑥𝑘+1,𝑤𝑘 ) ≤ 2𝜏𝑘 (𝐹 (𝑥𝑘+1) − 𝐹 (𝑥∗)) + 𝑑2(𝑥∗,𝑤𝑘 ) ≤ 2𝜏𝑘𝐿𝐹𝑑 (𝑥𝑘+1, 𝑥∗) + 𝑑2(𝑥∗,𝑤𝑘 )
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by the Lipschitz continuity of 𝐹 . By this and the triangle inequality

𝑑 (𝑥𝑘+1, 𝑥∗) ≤ 𝑑 (𝑥𝑘+1,𝑤𝑘 ) + 𝑑 (𝑥∗,𝑤𝑘 ) ≤
√︁

2𝜏𝑘𝐿𝐹𝑑 (𝑥𝑘+1, 𝑥∗) + 𝑑2(𝑥∗,𝑤𝑘 ) + 𝑑 (𝑥∗,𝑤𝑘 ) .

Thus, rearranged and squared

𝑑2(𝑥𝑘+1, 𝑥∗) + 𝑑2(𝑥∗,𝑤𝑘 ) − 2𝑑 (𝑥𝑘+1, 𝑥∗)𝑑 (𝑥∗,𝑤𝑘 ) = (𝑑 (𝑥𝑘+1, 𝑥∗) − 𝑑 (𝑥∗,𝑤𝑘 ))2

≤ 2𝜏𝑘𝐿𝐹𝑑 (𝑥𝑘+1, 𝑥∗) + 𝑑2(𝑥∗,𝑤𝑘 ) .
That is,

𝑑2(𝑥𝑘+1, 𝑥∗) − 2𝑑 (𝑥𝑘+1, 𝑥∗)𝑑 (𝑥∗,𝑤𝑘 ) ≤ 2𝜏𝑘𝐿𝐹𝑑 (𝑥𝑘+1, 𝑥∗),
which divided by 𝑑 (𝑥𝑘+1, 𝑥∗) when this quantity is non-zero, gives

𝑑 (𝑥𝑘+1, 𝑥∗) ≤ 2𝜏𝑘𝐿𝐹 + 2𝑑 (𝑥∗,𝑤𝑘 ) .

Obviously, this inequality also holds when 𝑑 (𝑥𝑘+1, 𝑥∗) = 0. By the triangle inequality, Lemma 5.2, and
the Lipschitz continuity of 𝐹 and of the exponential map (see the dicussion after Definition 5.1), we
have

(6.10) 𝑑 (𝑥∗,𝑤𝑘 ) ≤ 𝑑 (𝑥∗, 𝑥𝑘 ) + 𝑑 (𝑥𝑘 , exp𝑥𝑘 (𝜏𝑘∇(−𝐹 ) (𝑥𝑘 )))
≤ 𝑑 (𝑥∗, 𝑥𝑘 ) + 𝐿exp𝜏𝑘 |∇−𝐹 | (𝑥𝑘 )
≤ 𝑑 (𝑥∗, 𝑥𝑘 ) + 𝐿𝐹𝐿exp𝜏𝑘 .

Thus,

(6.11) 𝑑 (𝑥𝑘+1, 𝑥∗) ≤ 2𝑑 (𝑥∗, 𝑥𝑘 ) + 2𝐿𝐹 (1 + 𝐿exp)𝜏𝑘 .

Now, using (6.9) and 𝑥𝑘 ∈ 𝐵(𝑥∗, 𝑟 ) in (6.10) and (6.11), respectively, we obtain

𝑑 (𝑥∗,𝑤𝑘 ) ≤ 𝑟 + 𝐿𝐹𝐿exp
𝑅 − 2𝑟

2𝐿𝐹 (1 + 𝐿exp)
≤ 𝑟 + 𝐿exp

𝑅 − 2𝑟
2𝐿exp

=
𝑅

2 < 𝑅,

as well as
𝑑 (𝑥𝑘+1, 𝑥∗) ≤ 2𝑟 + 2𝐿𝐹 (1 + 𝐿exp)

𝑅 − 2𝑟
2𝐿𝐹 (1 + 𝐿exp)

= 𝑅.

In other words, 𝑥𝑘+1,𝑤𝑘 ∈ 𝐵(𝑥∗, 𝑅). □

Remark 6.5 (Combined step with lower bound only). For any instance of the possibly non-unique
(when (𝑋,𝑑) is not upper-bounded) log𝑥𝑘 𝑥 , let us define 𝑥𝑘+1 as a minimiser of the total surrogate

𝜑𝑘 (𝑥) :=𝐺 (𝑥) + 𝐹 (𝑥𝑘 ) + 𝐷𝑥𝑘 𝐹 (log𝑥𝑘 𝑥) +
1

2𝜏𝑘
𝑑2(𝑥𝑘 , 𝑥) .

In a Hilbert space, this step is equivalent to (6.1). In a general Alexandrov space, we may not have
equivalency. Nevertheless, we have by definition that 𝜑𝑘 (𝑥𝑘+1) ≤ 𝜑𝑘 (𝑥𝑘 ), which combined with the
descent inequality (5.3) for an uniformly smooth 𝐹 yields

[𝐹 +𝐺] (𝑥𝑘+1) +
𝜏−1
𝑘

− 𝐿
2 𝑑2(𝑥𝑘 , 𝑥𝑘+1) ≤ [𝐹 +𝐺] (𝑥𝑘 ).

Thus, by standard technique, if 𝐹 +𝐺 > −∞ and sup𝑘 𝜏𝑘𝐿 < 1, we obtain
∑∞

𝑘=0 𝑑
2(𝑥𝑘 , 𝑥𝑘+1) < ∞, hence

𝑑2(𝑥𝑘 , 𝑥𝑘+1) → 0. In a Hilbert space, this property readily implies convergence of subdifferentials to
zero; see, e.g, [15, Theorem 4.19]. In a general Alexandrov space, such a characterisation appears more
challenging to obtain, however, assuming for a subsequence that both 𝑥𝑘ℓ and 𝑥𝑘ℓ+1 are, e.g., on the
same polyhedron of a polyhedral complex, we can use the Hilbert space characterisation to obtain
subdifferential convergence for the subsequence. Through the equivalency to (6.1) in this case, this
holds even for our proposed method with split steps.
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When 𝐺 and 𝐹 are assumed to be Lipschitz continuous, the convergence of the forward-backward
method to a minimiser of 𝐻 is an application of Lemma 6.4 and the following deterministic variant of
the Siegmund–Robbins lemma.
Lemma 6.6 ([24]). Let {𝑎𝑘 }𝑘∈ℕ, {𝑏𝑘 }𝑘∈ℕ and {𝑐𝑘 }𝑘∈ℕ be sequences of nonnegative real numbers such
that 𝑎𝑘+1 ≤ 𝑎𝑘 − 𝑏𝑘 + 𝑐𝑘 for each 𝑘 ≥ 0 and

∑∞
𝑘=0 𝑐𝑘 < ∞. Then the sequence {𝑎𝑘 }𝑘∈ℕ converges and∑∞

𝑘=0 𝑏𝑘 < ∞.

Theorem 6.7 (Convergence to a minimiser, Lipschitz continuous 𝐺 and 𝐹 ). Along with Assumptions 6.1
and 6.2, let 𝐺 and 𝐹 be Lipschitz continuous with factors 𝐿𝐺 and 𝐿𝐹 , respectively. Let 𝑥0 ∈ 𝐵(𝑥∗, 𝑟 ) for
𝑟 > 0 and 𝑅 > 2𝑟 such that 𝑅 < 𝜋/(4

√
𝜅). Let {𝜏𝑘 }𝑘∈ℕ be a positive sequence of step sizes satisfying∑∞

𝑘=0 𝜏𝑘 =∞,
∑∞

𝑘=0 𝜏
2
𝑘
< ∞, and

(6.12) 𝜏𝑘 ≤ min
{
𝜆𝑢

2𝐿 ,
𝑅 − 2𝑟

2𝐿𝐹 (1 + 𝐿exp)

}
for all 𝑘 ≥ 0. If inf𝑥∈𝑋 𝐻 (𝑥) is attained at some point, then the sequence {𝑥𝑘 }𝑘∈ℕ created by the iterative
process (6.1) converges to some minimiser of 𝐻 in 𝐵(𝑥∗, 𝑅) as 𝑘 → ∞.

Proof. Set 𝐴 := 𝐵(𝑥∗, 𝑅) so that diam𝐴 ≤ 2𝑅 < 𝜋/(2
√
𝜅). Let 𝑐 :=

∑∞
𝑘=0 𝑐𝑘 , as well as 𝑅 :=

√
𝑟 2 + 𝑐 for

𝑐𝑘 =

( (
𝜆𝑙

2 − 1
)
𝐿2

exp𝐿
2
𝐹 +

(
1 − 𝜆𝑢

2

)
4𝐿2

𝐺

)
𝜏2
𝑘
.

We will, along the course of the proof, establish by induction that 𝑥𝑘 ∈ 𝐵(𝑥∗, 𝑅) for all 𝑘 ∈ ℕ. By
assumption, we have 𝑥0 ∈ 𝐵(𝑥∗, 𝑟 ) ⊂ 𝐴, taking care of the inductive basis. So, for the inductive step,
suppose {𝑥 𝑗 }𝑘𝑗=0 ⊂ 𝐵(𝑥∗, 𝑟 ). By Lemma 6.4, we have 𝑥𝑘+1 ∈ 𝐴, so we may apply Lemma 5.11. The
Lipschitz continuity of 𝐺 and the definition of the proximal map establish

1
2𝜏𝑘

𝑑2(𝑥𝑘+1,𝑤𝑘 ) ≤ 𝐺 (𝑤𝑘 ) −𝐺 (𝑥𝑘+1) ≤ 𝐿𝐺𝑑 (𝑥𝑘+1,𝑤𝑘 ),

hence 𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ 4𝜏2
𝑘
𝐿2
𝐺
. Likewise, the Lipschitz continuity of 𝐹 and the exponential map yield

𝑑2(𝑥𝑘 ,𝑤𝑘 ) ≤ 𝐿2
exp𝜏

2
𝑘
𝐿2
𝐹
(see the examples from the beginning of Section 6). Using these estimates in

the claim (5.9) of Lemma 5.11 establishes

(6.13) 𝑑2(𝑥∗, 𝑥𝑘+1) ≤ 𝑑2(𝑥∗, 𝑥𝑘 ) − 2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗)) + 𝑐𝑘

for all 𝑘 ∈ ℕ. Through our inductive argument, we thus have 𝑑2(𝑥∗, 𝑥 𝑗+1) ≤ 𝑑2(𝑥∗, 𝑥 𝑗 ) + 𝑐 𝑗 for all
𝑗 = 0, . . . , 𝑘 . Summing, this establishes 𝑥𝑘+1 ∈ 𝐵(𝑥∗, 𝑅), completing the inductive step.
Thus 𝑥𝑘 ∈ 𝐵(𝑥∗, 𝑅) and (6.13) for all 𝑘 ∈ ℕ. Set 𝑎𝑘 := 𝑑2(𝑥∗, 𝑥𝑘 ), 𝑏𝑘 := 2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗)). The

sequence {𝑏𝑘 }𝑘∈ℕ is positive due to 𝐻 (𝑥∗) ≤ 𝐻 (𝑥𝑘+1) and 𝜏𝑘 > 0, whereas the positivity of {𝑐𝑘 }𝑘∈ℕ
follows from 𝜆𝑙/2 ≥ 1 and 𝜆𝑢/2 ≤ 1. By (6.13), we have 𝑎𝑘+1 ≤ 𝑎𝑘 − 𝑏𝑘 + 𝑐𝑘 . Applying Lemma 6.6 now
implies the convergence of the sequence {𝑑2(𝑥∗, 𝑥𝑘 )}𝑘∈ℕ, boundedness of {𝑥𝑘 }𝑘∈ℕ, as well as

∞∑︁
𝑘=0

2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗)) < ∞.

This, with the assumption
∑∞

𝑘=0 𝜏𝑘 =∞, implies that there exists a subsequence {𝑥𝑘𝑖 }𝑖∈ℕ of {𝑥𝑘 }𝑘∈ℕ
such that lim𝑖→∞𝐻 (𝑥𝑘𝑖 ) = 𝐻 (𝑥∗). Since {𝑥𝑘𝑖 }𝑖∈ℕ is bounded, it has by local compactness a subsequence
converging to a point 𝑥 ∈ 𝐵(𝑥∗, 𝑅). By the lower semicontinuity of 𝐻 it must be a minimiser thus
implying that the sequence {𝑑2(𝑥, 𝑥𝑘 )}𝑘∈ℕ converges to 0, since a subsequence of {𝑥𝑘 }𝑘∈ℕ converges
to 𝑥 . Hence we have that lim𝑘→∞ 𝑥

𝑘 = 𝑥 . □
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With these assumptions, this method enjoys the following iteration-complexity bound.
Corollary 6.8 (Iteration-complexity, Lipschitz continuous𝐺 and 𝐹 ). Under the assumptions of Theorem 6.7,
for all 𝑁 ∈ ℕ, we have

𝐻 (𝑥𝑁 ) − 𝐻 (𝑥∗) ≤
𝑑2(𝑥∗, 𝑥0) + (

(
𝜆𝑙
2 − 1

)
𝐿2

exp𝐿
2
𝐹
+
(
1 − 𝜆𝑢

2

)
4𝐿2

𝐺
)∑𝑁−1

𝑘=0 𝜏
2
𝑘

2
∑𝑁−1

𝑘=0 𝜏𝑘
,

where 𝑥∗ is a point in which 𝐻 achieves a minimum.

Proof. Let 𝑦 = 𝑥∗ be a minimiser of 𝐻 and sum over (6.13) from 0 to 𝑁 − 1 to get

𝑁−1∑︁
𝑘=0

2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗)) ≤ 𝑑2(𝑥∗, 𝑥0) +
( (
𝜆𝑙

2 − 1
)
𝐿2

exp𝐿
2
𝐹 +

(
1 − 𝜆𝑢

2

)
4𝐿2

𝐺

) 𝑁−1∑︁
𝑘=0

𝜏2
𝑘
.

Since 𝐻 (𝑥𝑘 ) is monotone nonincreasing by Proposition 6.3, 𝐻 (𝑥𝑁−1) ≤ 𝐻 (𝑥𝑘 ) for all 𝑘 = 0, 1 . . . , 𝑁 − 1
gives us the result

2(𝐻 (𝑥𝑁 ) − 𝐻 (𝑥∗))
𝑁−1∑︁
𝑘=0

𝜏𝑘 ≤
𝑁−1∑︁
𝑘=0

2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗))

≤ 𝑑2(𝑥∗, 𝑥0) +
( (
𝜆𝑙

2 − 1
)
𝐿2

exp𝐿
2
𝐹 +

(
1 − 𝜆𝑢

2

)
4𝐿2

𝐺

) 𝑁−1∑︁
𝑘=0

𝜏2
𝑘
. □

Remark 6.9. As noted before, the Lipschitz condition on 𝐺 is not necessary when the curvature is
bounded from above by 0 (since 1 − 𝜆𝑢/2 = 0).
With an additional restriction on the diameter of the neighborhood of the minimising point and

some penalty on the step sizes (due to said restriction), we can also prove convergence to a minimiser
without the rather restrictive Lipschitz assumption on 𝐺 .
Theorem 6.10 (Convergence to a minimiser, Lipschitz continuous F). Along with Assumptions 6.1 and 6.2,
let 𝐹 be Lipschitz continuous with factor 𝐿𝐹 . Let 𝑥0 ∈ 𝐵(𝑥∗, 𝑟 ) for 𝑟 > 0 and𝑅 > 2𝑟 such that𝑅 < 𝜋/(4

√
𝜅)

and 𝜆𝑢/2 = 2𝑅
√
𝜅/tan(2𝑅

√
𝜅) > 1/2 hold (see Remark 6.11). Let {𝜏𝑘 }𝑘∈ℕ be a positive sequence of step

sizes satisfying
∑∞

𝑘=0 𝜏𝑘 =∞,
∑∞

𝑘=0 𝜏
2
𝑘
< ∞, and

(6.14) 𝜏𝑘 < min
{
𝜆𝑢 − 1
𝐿

,
𝑅 − 2𝑟

2𝐿𝐹 (1 + 𝐿exp)

}
for all 𝑘 ≥ 0. If inf𝑥∈𝑋 𝐻 (𝑥) is attained at some point, then the sequence {𝑥𝑘 }𝑘∈ℕ created by the iterative
process (6.1) converges to some minimiser of 𝐻 in 𝐵(𝑥∗, 𝑅) as 𝑘 → ∞.

Proof. The overall outline of the proof is analogous to Theorem 6.7, however the constants 𝑐𝑘 , estimating
the final terms of the claim of Lemma 5.11, will be different. In particular, we will estimate 𝑑2(𝑤𝑘 , 𝑥𝑘+1)
differently, to avoid imposing the Lipschitz requirement on 𝐺 .
Since the inequalities 𝜆𝑢/2 > 1/2 and 𝐿𝜏𝑘 < 𝜆𝑢 − 1 are strict, there exists an 𝜀 > 0 such that

𝜆𝑢/2 > (𝜀 + 1)/(𝜀 + 2) and 𝐿𝜏𝑘 < 𝜆𝑢 (𝜀 + 2)/2 − 1 − 𝜀. By the triangle and Young’s inequalities, we have

𝑑2(𝑤𝑘 , 𝑥𝑘+1) ≤ 𝑑2(𝑤𝑘 , 𝑥𝑘 ) + 𝑑2(𝑥𝑘 , 𝑥𝑘+1) + 2𝑑 (𝑥𝑘 , 𝑥𝑘+1)𝑑 (𝑤𝑘 , 𝑥𝑘 )
≤ (1 + 𝜀−1)𝑑2(𝑤𝑘 , 𝑥𝑘 ) + (1 + 𝜀)𝑑2(𝑥𝑘 , 𝑥𝑘+1).
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This and Lemma 5.11 with 𝑦 = 𝑥∗ and 𝐿𝜏𝑘 < 𝜆𝑢 (𝜀 + 2)/2 − 1 − 𝜀 give, for 𝑥𝑘 ,𝑤𝑘 , 𝑥𝑘+1 ∈ 𝐵(𝑥∗, 𝑅),

𝑑2(𝑥∗, 𝑥𝑘+1) ≤ 𝑑2(𝑥∗, 𝑥𝑘 ) + 2𝜏𝑘 (𝐻 (𝑥∗) − 𝐻 (𝑥𝑘+1)) + (𝐿𝜏𝑘 −
𝜆𝑢

2 )𝑑2(𝑥𝑘 , 𝑥𝑘+1) +
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥𝑘 ,𝑤𝑘 )

+
(
1 − 𝜆𝑢

2

)
𝑑2(𝑤𝑘 , 𝑥𝑘+1)

≤ 𝑑2(𝑥∗, 𝑥𝑘 ) + 2𝜏𝑘 (𝐻 (𝑥∗) − 𝐻 (𝑥𝑘+1)) + (𝐿𝜏𝑘 −
𝜆𝑢

2 )𝑑2(𝑥𝑘 , 𝑥𝑘+1) +
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥𝑘 ,𝑤𝑘 )

+ (1 − 𝜆𝑢

2 ) (1 + 𝜀−1)𝑑2(𝑤𝑘 , 𝑥𝑘 ) + (1 − 𝜆𝑢

2 ) (1 + 𝜀)𝑑2(𝑥𝑘 , 𝑥𝑘+1)

≤ 𝑑2(𝑥∗, 𝑥𝑘 ) − 2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗)) + (𝜆𝑙2 + 𝜀−1 − 𝜆𝑢 (1 + 𝜀)
2𝜀 )𝑑2(𝑥𝑘 ,𝑤𝑘 ) .

Using the Lipschitz continuity of the exponential map and 𝐹 grants us the estimate 𝑑2(𝑥𝑘 ,𝑤𝑘 ) ≤
𝐿2

exp𝜏
2
𝑘
𝐿2
𝐹
, further giving

(6.15) 𝑑2(𝑥∗, 𝑥𝑘+1) ≤ 𝑑2(𝑥∗, 𝑥𝑘 ) − 2𝜏𝑘 (𝐻 (𝑥𝑘+1) − 𝐻 (𝑥∗)) + 𝑐𝑘 ,

i.e., (6.13), now with

𝑐𝑘 =

( (
𝜆𝑙

2 + 𝜀−1 − 𝜆𝑢 (1 + 𝜀)
2𝜀

)
𝐿2

exp𝐿
2
𝐹

)
𝜏2
𝑘
.

Note that 𝑐𝑘 ≥ 0 for all 𝑘 ≥ 0, since 𝜆𝑙/2 ≥ 1, 𝜆𝑢/2 ≤ 1, and thus 𝜆𝑙/2 + 𝜀−1 − 𝜆𝑢 (1 + 𝜀)/(2𝜀) ≥
1 + 𝜀−1 − (1 + 𝜀)/𝜀 = 0.
The rest of the proof is exactly as that of Theorem 6.7. □

Remark 6.11. The assumption 𝜆𝑢/2 > 1/2 is necessitated by the requirements: 𝐿𝜏𝑘 + 1 + −𝜆𝑢 < 0 and
𝐿𝜏𝑘 > 0. This can be met, as the factor 𝜆𝑢/2 = 2𝑅

√
𝜅/tan(2𝑅

√
𝜅) can be made to be as close to 1 as we

wish by making 𝑅 smaller (and hence diam𝐵(𝑥∗, 𝑅) smaller). Preferably, the factor would be as small
as possible to have the diameter be as large as possible.

For these step size restrictions, we have the following iteration-complexity bound for the forward-
backward method.
Corollary 6.12 (Iteration-complexity, Lipschitz continuous 𝐹 ). Let 𝐹 be Lipschitz continuous and set
𝛼𝑘 = 𝜏𝑘 |∇−𝐹 | (𝑥𝑘 )𝐿exp, for 𝑘 = 0, 1, . . . where {𝑥𝑘 }𝑘∈ℕ is the sequence generated by (6.1). Then for every
𝑁 ∈ ℕ≥0 and some choice of 𝜀 > 0, the following holds

𝐻 (𝑥𝑁 ) − 𝐻 (𝑥∗) ≤ 𝐿𝐹
𝑑2(𝑥0, 𝑥∗) + ( 𝜆𝑙2 + 𝜀−1 − 𝜆𝑢 (1+𝜀 )

2𝜀 )∑𝑁−1
𝑘=0 𝛼

2
𝑘

2
∑𝑁−1

𝑘=0 𝛼𝑘
,

where 𝑥∗ is a point in which 𝐻 achieves a minimum.

Proof. Same as Proposition 4.9 with added monotonicity of 𝐻 (𝑥𝑘 ) as in Corollary 6.8. □

Remark 6.13. As noted before, in the presence of a nonzero curvature bound, the square summability
of the step sizes seems to always be necessary in obtaining convergence results; square summability
ensures that the step sizes are small enough while the nonsummability of the general sequence keeps
them from being too small (guaranteeing convergence).

For a more general case of the key inequality, we may consider the instance when 𝐺 and 𝐹 can also
be strongly convex.
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Lemma 6.14 (Key lemma, strongly convex 𝐺 and 𝐹 ). Along with Assumptions 6.1 and 6.2, let 𝐺 and 𝐹 be
𝜆-convex with factors 𝜆𝐺 , 𝜆𝐹 ≥ 0, respectively. Fix the step size 𝜏 > 0 and a closed, geodesically convex set
𝐴 ⊂ 𝑋 (diam𝐴 < 𝜋/(2

√
𝜅), if 𝜅 > 0) containing a nonempty sublevel set of 𝐺 + 𝐹 . The key inequality

(5.9) now reads

(1 + 𝜆𝐺𝜏)𝑑2(𝑦, 𝐽 (𝑥)) ≤ (1 − 𝜆𝐹𝜏)𝑑2(𝑦, 𝑥) + 2𝜏 (𝐻 (𝑦) − 𝐻 (𝐽 (𝑥))) + (𝐿𝜏 − 𝜆𝑢

2 )𝑑2(𝑥, 𝐽 (𝑥))

+
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥,𝑤) +

(
1 − 𝜆𝑢

2

)
𝑑2(𝑤, 𝐽 (𝑥))

(6.16)

for all 𝑥, 𝑦 ∈ 𝐴 satisfying 𝑤, 𝐽 (𝑥) ∈ 𝐴, where 𝐻 (𝑥) = 𝐺 (𝑥) + 𝐹 (𝑥), 𝑤 = exp𝑥𝑘 (𝜏∇(−𝐹 ) (𝑥)), 𝜆𝑢/2 =√
𝜅 diam𝐴/tan(

√
𝜅 diam𝐴), and 𝜆𝑙/2 =

√−𝜅 diam𝐴/tanh(√−𝜅 diam𝐴).
Furthermore, when 𝑥∗ is a minimiser of 𝐻 , we have

(1 + 𝜆𝐺𝜏 + 𝜆𝐻𝜏)𝑑2(𝑥∗, 𝐽 (𝑥)) ≤ (1 − 𝜆𝐹𝜏)𝑑2(𝑥∗, 𝑥) + (𝐿𝜏 − 𝜆𝑢

2 )𝑑2(𝑥, 𝐽 (𝑥))

+
(
𝜆𝑙

2 − 1
)
𝑑2(𝑥,𝑤) +

(
1 − 𝜆𝑢

2

)
𝑑2(𝑤, 𝐽 (𝑥)),

(6.17)

where 𝜆𝐻 is the convexity factor of 𝐻 (𝜆𝐻 = 𝜆𝐺 + 𝜆𝐹 ).

Proof. For a 𝜆𝐺 -convex 𝐺 , we have by (3.1)

𝐷prox𝜏𝐺 (𝑥 )𝐺 (𝛾+(0)) ≤ 𝐺 (𝑦) −𝐺 (prox𝜏𝐺 (𝑥)) − (𝜆𝐺/2)𝑑2(𝑦, prox𝜏𝐺 (𝑥)),

so Lemma 5.6 now improves to

𝑑2(𝑦, prox𝜏𝐺 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) +2𝜏 (𝐺 (𝑦) −𝐺 (prox𝜏𝐺 (𝑥))) −
𝜆𝑢

2 𝑑
2(𝑥, prox𝜏𝐺 (𝑥)) −𝜆𝐺𝜏𝑑2(𝑦, prox𝜏𝐺 (𝑥)).

Analogously Lemma 5.7 improves for 𝜆𝐹 -convex 𝐹 to

𝑑2(𝑦, desc𝜏𝐹 (𝑥)) ≤ 𝑑2(𝑦, 𝑥) + 2𝜏 (𝐹 (𝑦) − 𝐹 (𝑥)) + 𝜆𝑙

2 𝑑
2(𝑥, desc𝜏𝐹 (𝑥)) − 𝜆𝐹𝜏𝑑2(𝑦, 𝑥)

By following the proof of Lemma 5.11 with these estimates now gives us (6.16). For (6.17), let 𝜆𝐻
be the convexity factor of 𝐻 and 𝑥∗ its minimiser. For a geodesic 𝛾 between 𝐽 (𝑥) and 𝑥∗, we have
𝐻 (𝛾 (𝑡)) ≤ (1− 𝑡)𝐻 (𝐽 (𝑥)) + 𝑡𝐻 (𝑥∗) − (𝜆𝐻/2)𝑡 (1− 𝑡)𝑑2(𝐽 (𝑥), 𝑥∗) by 𝜆-convexity and 𝐻 (𝑥∗) ≤ 𝐻 (𝛾 (𝑡))
by minimality, for all 𝑡 ∈ [0, 1] and any 𝐽 (𝑥) ∈ 𝐴. Dividing by 1 − 𝑡 and letting 𝑡 → 1 gives us

𝜆𝐻

2 𝑑2(𝐽 (𝑥), 𝑥∗) ≤ 𝐻 (𝐽 (𝑥)) − 𝐻 (𝑥∗) .

The claim now follows by choosing 𝑦 = 𝑥∗ in (6.16). □

As strongly convex functions in complete geodesic spaces have unique minima [1, Lemma 14.4],
one can again show using Lemma 6.14, that the forward-backward method converges to the unique
minimiser of 𝐻 (one might even allow 𝜆𝐹 < 0 as long as 𝜆𝐻 > 0). As an example, we again take 𝐺 and
𝐹 to be Lipschitz continuous with 𝐺 being convex and 𝐹 strongly convex.
Theorem 6.15 (Convergence to a minimiser, Lipschitz continuous 𝐺 and 𝐹 , and strongly convex 𝐹 ).
Along with the assumptions of Theorem 6.7, let 𝐹 be strongly convex with factor 𝜆𝐹 > 0 and 𝜏𝑘𝜆𝐹 < 1 for
all 𝑘 ≥ 0. If inf𝑥∈𝑋 𝐻 (𝑥) is attained at some point, then the sequence {𝑥𝑘 }𝑘∈ℕ created by the iterative
process (6.1) converges to the unique minimiser of 𝐻 in 𝐵(𝑥∗, 𝑅) as 𝑘 → ∞.
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Furthermore, we have
(6.18)

𝑑2(𝑥𝑘+1, 𝑥∗) ≤
𝑘∏
𝑖=0

1 − 𝜏𝑖𝜆𝐹
1 + 𝜏𝑖𝜆𝐹

𝑑2(𝑥0, 𝑥∗) +
𝑘∑︁
𝑖=0

((
(𝜆𝑙2 − 1)

𝐿2
exp𝐿

2
𝐹
𝜏2
𝑖

1 + 𝜏𝑖𝜆𝐹
+
(
1 − 𝜆𝑢

2

) 4𝐿2
𝐺
𝜏2
𝑖

1 + 𝜏𝑖𝜆𝐹

) 𝑘∏
𝑗=𝑖+1

1 − 𝜏 𝑗𝜆𝐹
1 + 𝜏 𝑗𝜆𝐹

)
,

with the convention that
∏𝑛

𝑗=𝑚 is the empty product when𝑚 > 𝑛, i.e., equal to 1.
The proof follows the same locality and convergence arguments as in the proof of Theorem 6.7,

while uniqueness of the minimiser is due to the strong convexity of 𝐻 . The expression (6.18) follows
by iterating (6.17) with the Lipschitz estimates from Theorem 6.7.

7 examples

We test our algorithm on a Lasso-like problem on two surfaces: the surface of a cube and that of a
right circular cylinder capped from both ends with a flat disc of the same radius. For a regularisation
parameter 𝜆 > 0, a choice of “origin” 𝑧 ∈ 𝑋 , and data points {𝑦𝑖}𝑛𝑖=1 ⊂ 𝑋 , the objective function on
both surfaces will be

(7.1) 𝐻 (𝑥) = 𝐹 (𝑥) +𝐺 (𝑥) =
𝑛∑︁
𝑖=1

1
2𝑑

2(𝑥, 𝑦𝑖) + 𝜆𝑑 (𝑥, 𝑧),

To apply forward-backward splitting method to minimise this function, we need to calculate the
gradient of 𝐹 and the proximal operator of𝐺 . The latter will be a type of soft thresholding operator.
Practically, to compute these maps, we need to form the exponential and logarithmic maps of the
surfaces. The software implementation of our experiments (in Rust) is available on Zenodo [28].

7.1 auxiliary lemma

For 𝑦, 𝑧 ∈ 𝐵(𝑥, 𝐷𝜅), where 𝐷𝜅 is the diameter of the model space (see Section 2), we have by [1, Chapter
13, sections D and E], the gradients

(7.2) ∇𝐹 (𝑥) = −
𝑛∑︁
𝑖=1

log𝑥 𝑦𝑖 and ∇𝐺 (𝑥) = −𝜆
log𝑥 𝑧
𝑑 (𝑥, 𝑧) , if 𝑥 ≠ 𝑧.

The gradient step can now be written as

desc𝜏𝐹 (𝑥) = exp𝑥 (𝜏∇(−𝐹 ) (𝑥)) = exp𝑥 (𝜏
𝑛∑︁
𝑖=1

log𝑥 𝑦𝑖),

whereas the proximal step needs a little bit more work and has the following closed-form solution.
Lemma 7.1. Let 𝐺 (𝑥) = 𝜆𝑑 (𝑥, 𝑧), with 𝑥, 𝑧 ∈ 𝐴 ⊂ 𝑋 , diam𝐴 < 𝜋/(2

√
𝜅), and 𝜆 > 0. Then

(7.3) prox𝜏𝐺 (𝑥) = 𝑦∗ =
{
𝑧, if 𝑑 (𝑥, 𝑧) ≤ 𝜆𝜏 ;
exp𝑥 ( 𝜆𝜏

𝑑 (𝑥,𝑧 ) log𝑥 𝑧), if 𝑑 (𝑥, 𝑧) > 𝜆𝜏 .

For consistency, we could also write 𝑧 = exp𝑥 (log𝑥 𝑧).

Proof. Consider first 𝑑 (𝑥, 𝑧) ≤ 𝜆𝜏 . Let 𝑦 ∈ 𝑋 . We have by the triangle inequality

(𝑑 (𝑥, 𝑧) − 𝑑 (𝑦, 𝑧))2 ≤ 𝑑2(𝑥, 𝑦) ≤ 𝑑2(𝑥, 𝑦) + 𝑑2(𝑦, 𝑧)
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𝑥

𝑦

𝑧

𝑂

(1, 1, 0)

(1, 1, 1)

(0, 1, 1)

(0, 0, 1)

𝑦4

𝑥4

𝑥3

𝑦3
𝑦5

𝑥5
𝑦2
𝑥2

2
4

6

1

3
5

𝑥1

𝑦1

𝑥6

𝑦6

2
4

6

1

3
5

Figure 1: A unit cube with labeled faces and their local coordinate systems.

so that
𝑑2(𝑥, 𝑧) ≤ 2𝑑 (𝑥, 𝑧)𝑑 (𝑦, 𝑧) + 𝑑2(𝑥, 𝑦) .

Using the assumption 𝑑 (𝑥, 𝑧) ≤ 𝜆𝜏 , and adding 2𝜆𝜏𝑑 (𝑧, 𝑧) = 0 on both sides leads to

2𝜆𝜏𝑑 (𝑧, 𝑧) + 𝑑2(𝑥, 𝑧) ≤ 2𝜆𝜏𝑑 (𝑦, 𝑧) + 𝑑2(𝑥, 𝑦) for all 𝑦 ∈ 𝑋 .

This is to say, prox𝜏𝐺 (𝑥) = 𝑧.
Now, suppose 𝑑 (𝑥, 𝑧) > 𝜆𝜏 . By (7.2), for any 𝑦 ≠ 𝑧, we have

∇(𝐺 (𝑦) + (2𝜏)−1𝑑2(𝑥, 𝑦)) (𝑦) = −𝜆(𝑑 (𝑦, 𝑧))−1 log𝑦 𝑧 − 𝜏−1 log𝑦 𝑥,

which for 𝑦 = 𝑦∗ ≠ 𝑧 to be a minimiser, must equal to 0, that is,

(7.4) log𝑦∗ 𝑥 = −𝜆𝜏 (𝑑 (𝑦∗, 𝑧))−1 log𝑦∗ 𝑧.

By the assumption 𝑥, 𝑧 ∈ 𝐴,we canwrite the geodesic𝛾 (𝑡) = 𝑥#𝑡𝑧, for 𝑡 ∈ [0, 1], as𝛾 (𝑡) = exp𝑥 (𝑡 log𝑥 𝑧).
Since the lengths of tangent vectors are always positive and the geodesic 𝛾 is unique, the equivalence
of the left- and right-hand sides of (7.4) implies that 𝑦∗ lies on the geodesic 𝛾 , i.e. 𝑦∗ = exp𝑥 (𝑡∗ log𝑥 𝑧),
for some 0 < 𝑡∗ < 1. More explicitly, we have by (7.4)

𝑑 (𝑦∗, 𝑥) = 𝑑 (exp𝑥 (𝑡∗ log𝑥 𝑧), 𝑥) = 𝑡∗ | log𝑥 𝑧 | =⇒ 𝑡∗ | log𝑥 𝑧 | = 𝜆𝜏 =⇒ 𝑡∗ = 𝜆𝜏/| log𝑥 𝑧 |,

which, by assumption 𝑑 (𝑥, 𝑧) > 𝜆𝜏 > 0, satisfies 0 < 𝑡∗ < 1. Although the formula 𝑦∗ = exp𝑥 (𝑡∗ log𝑥 𝑧)
would still hold with 𝑡∗ = 0 in the case 𝑦∗ = 𝑧, we have just shown that this case never happens. □

7.2 cube

Let our surface be a unit cube with labeled faces and the origin as one of the vertices. In addition,
let each face 𝐹 have their own fixed oriented local two-dimensional coordinate system denoted by
(𝑥𝐹 , 𝑦𝐹 )𝐹 ∈ [0, 1]2, where 𝐹 ∈ {1, 2, 3, 4, 5, 6}, as in Figure 1. We shall use the triple (𝑥, 𝑦, 𝑧) for the
standard coordinates in three-dimensional Euclidean space. As the surface of a convex body, the
curvature of the cube is bounded from below by 𝜅 = 0 [11, Theorem 10.2.6]. By the Reshetnyak gluing
theorem [11, Theorem 9.1.21], away from the corners, but including the remainder of the edges, the
curvature is also bounded from above by 𝜅 = 0. Since geodesics are not unique at the corners, the
curvature cannot be bounded from above near the corners [11, Theorem 9.1.17]. Practically, we will
never reach the corners1, so our convergence theory is applicable. Alternatively, we could smoothed

1Since geodesics do not pass through corners, the proximal map ensures that 𝑥𝑘 will never be in a corner. The gradient
descent map may attempt to pass through a corner, but due to the finite number of corner points, this is easily avoided
by a numerically insignificant perturbation.
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ℝ3 (𝑥, 𝑦, 0) (1, 𝑥, 𝑦) (0, 1 − 𝑥, 𝑦) (𝑥, 0, 𝑦) (1 − 𝑥, 1, 𝑦) (𝑥, 𝑦, 1)
Face # 1 2 3 4 5 6©«

ª®®®®®®®¬

1 (𝑥, 𝑦)1 (𝑦 + 1, 𝑥)1 (−𝑦, 1 − 𝑥)1 (𝑥,−𝑦)1 (1 − 𝑥, 𝑦 + 1)1
2 (𝑦, 𝑥 − 1)2 (𝑥, 𝑦)2 (𝑥 − 1, 𝑦)2 (𝑥 + 1, 𝑦)2 (𝑦, 2 − 𝑥)2
3 (1 − 𝑦,−𝑥)3 (𝑥, 𝑦)3 (𝑥 + 1, 𝑦)3 (𝑥 − 1, 𝑦)3 (1 − 𝑦, 𝑥 + 1)3
4 (𝑥,−𝑦)4 (𝑥 + 1, 𝑦)4 (𝑥 − 1, 𝑦)4 (𝑥, 𝑦)4 (𝑥, 𝑦 + 1)4
5 (1 − 𝑥, 𝑦 − 1)5 (𝑥 − 1, 𝑦)5 (𝑥 + 1, 𝑦)5 (𝑥, 𝑦)5 (1 − 𝑥, 2 − 𝑦)5
6 (2 − 𝑦, 𝑥)6 (𝑦 − 1, 1 − 𝑥)6 (𝑥, 𝑦 − 1)6 (1 − 𝑥, 2 − 𝑦)6 (𝑥, 𝑦)6

Table 1: Coordinate transformations between the faces, with 𝑥, 𝑦 ∈ [0, 1], as well as their standard
three-dimensional coordinates. Identity transformations are denoted in grey. Note that the
empty places correspond to non-adjacent faces.

the corners (but, importantly, not the edges), to have a the entire manifold bounded from both above
and below.
Geodesics on the 3D cube form straight lines that do not go through vertices [25, Lemma 4.1],

when the cube is unfolded into a two-dimensional surface. To determine the geodesics, we need
transformations between local coordinate systems, which can then be composed together to make
longer chains between faces. A coordinate transformation from one face to another is made by rotating
(with respect to the common edge) the target face onto the same plane as the starting face (keeping
this face fixed) such that there is no overlap. Table 1 contains all coordinate transformations between
adjacent faces as well as their standard three-dimensional coordinates in each face. Distances between
points can be calculated with the help of Table 1 by transforming the coordinate of the endpoint to
that of the starting point’s system and using the Pythagorean theorem for all of the possible paths
between these points. The possible transformations also facilitates the formation of the exponential
and logarithm maps. An illustration of geodesics between two points on faces 1 and 2 in different
unfoldings can be seen in Figure 2. We illustrate the numerical behaviour of our forward-backward
algorithm on the cube in Figure 4a.

7.3 cylinder

For our second example, we consider the capped circular cylinder

𝐶𝑟,ℎ := {(𝑡 cos𝜑, 𝑡 sin𝜑, 𝑧) | 𝜑 ∈ [0, 2𝜋), 0 ≤ 𝑡 ≤ 𝑟, −ℎ ≤ 𝑧 ≤ ℎ, (𝑡 − 𝑟 ) (ℎ − |𝑧 |) = 0} ⊂ ℝ3

of height 2ℎ and radius 𝑟 . Again, as the surface of a convex body, the curvature is bounded from below
by 𝜅 = 0 [11, Theorem 10.2.6]. Away from the edges, i.e., independently on the cap and the side, the
curvature is also bounded from above 𝜅 = 0. This can be easily seen from the definition. Since geodesics
are not unique near the edge between the cylindrical surface and the cap, the curvature cannot be
bounded from above at the edge [11, Theorem 9.1.17]. Thus, our convergence theory only applies if,
after a finite number of steps, the geodesics joining the iterates no longer cross the edges of the caps,
all the iterates staying on either the side or one of the caps. The computationally more difficult “total
surrogate” approach of Remark 6.5 would be applicable without such a restriction. Moreover, the same
considerations as for the cube in Section 7.2, apply to a polyhedral approximation of the cylinder.

We will equivalently work with the cylindrical coordinates (𝑧, 𝜑, 𝑡). Geodesics between two points
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1

5

4

2

2

2

x

y

(0, 0)1

(1/4, 3/4)1

(6/4, 7/4)1

(7/4, 2/4)1

(6/4,−3/4)1

1

5

4

2

2

2

x

y

(0, 0)1

(2/4, 3/4)1

(6/4, 7/4)1

(7/4, 2/4)1

(6/4,−3/4)1

Figure 2: Two copies of an unfolding of the cube with the labels of the faces marked on their upper left
corners. Included are three colour-coded paths from face 1 to face 2, with different starting
points but same endpoints, in the coordinate system of face 1. The paths on the left are all
geodesics, whereas the dashed red path on the right is not, as it goes through the vertex
(1, 0)1. Note that the two zigzag edges between faces 2 are not real but merely artefacts of the
drawing.

𝑝1 = (𝑧1, 𝜑1, 𝑟 ) and 𝑝2 = (𝑧2, 𝜑2, 𝑟 ) on the side are either helices of the form

𝛾 (𝜑) =
(
𝑟 cos𝜑, 𝑟 sin𝜑, 𝑧1 − 𝑧2

𝜑1 − 𝜑2
𝜑 + 𝜑1𝑧2 − 𝜑2𝑧1

𝜑1 − 𝜑2

)
or, in the degenerate cases, straight lines or arcs of circles (this follows from Clairaut’s Theorem
[23, Proposition 9.3.2]), whereas geodesics on the disk-shaped caps are simply straight lines. Geodesics
on the whole surface are thus concatenations of these types such that the geodesic forms a straight
line in an unfolding of the cylinder [17, Chapter III, Theorem 3]; the side forms a rectangle and the
disk-shaped caps are tangent to this on opposite sides (see Figure 3). The two difficult types of geodesics
on the whole surface are: a path going over the whole side or a whole cap. A simple example shows that
the second case is indeed possible and that instead of a helix on the cylindrical surface, we sometimes
take a shortcut through a cap.

1. A geodesic starting from 𝑝1 at the top cap and ending at 𝑝2 at the bottom cap. Points 𝑥1 and 𝑥2,
where the geodesic crosses the top and bottom caps, respectively, need to be chosen such that
the curve going through the points 𝑝1, 𝑥1, 𝑥2 and 𝑝2 is straight in the unfolded picture.

2. A geodesic between points 𝑝1 and 𝑝2, both on side of the cylinder. If the geodesic crosses the
boundary of a cap at 𝑥1 and 𝑥2, then these points need to be chosen such that the curve going
through the points 𝑝1, 𝑥1, 𝑥2, and 𝑝2 is straight in the unfolded picture.

Both of these problems are solved from the optimisation problem

𝑑 (𝑝1, 𝑝2) = min
(𝑥1,𝑥2 )

{
𝑑 (𝑝1, 𝑥1) + 𝑑 (𝑥1, 𝑥2) + 𝑑 (𝑥2, 𝑝2)

}
.

With a bit of trigonometry2, this can be solved with several applications of the law of cosines and
minimising with respect to the angles where the geodesic crosses the edges. The resulting solutions

2A detailed derivation is included with our implementation [28]

von Koch, Valkonen Forward-backward splitting in Alexandrov spaces



Manuscript, 2025-03-31 page 28 of 30

𝜑

𝑧

(a) Flattened 2D view

𝑥
𝑦

𝑧

(b) 3D view

Figure 3: Cylinder tangents and geodesics. In the flattened 2D view of (a), geodesics are straight lines;
for any two points on the geodesic, the tangent vector given by the logarithmic map is parallel
to this line. In the 3D view of (b), the same geodesic is a helical path on the side, and again a
straight line on the top.

are used to form the exponential and logarithm maps on the closed cylinder. However, these maps can
only be solved numerically, as the solutions to the geodesic optimisation problems form transcendental
equations. We illustrate the numerical behaviour of our forward-backward algorithm on the cylinder
in Figure 4b. These simple numerical experiments validate our theory.
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Figure 4: Numerical illustrations. The surface shading indicates function value. Blue dots indicate data
points for squared distance terms on exposed faces, while dimmer dots indicate data points
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